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Abstract

This work is an extensive study of the 3 different types of positive so-

lutions of the Matukuma equation 1
r2

(

r2φ′
)′

= − rλ−2

(1+r2)λ/2φ
p, p > 1, λ > 0:

the E-solutions (regular at r = 0), the M -solutions (singular at r = 0) and
the F -solutions (whose existence begins away from r = 0). An essential
tool is a transformation of the equation into a 2-dimensional asymptotically
autonomous system, whose limit sets (by a theorem of H.R. Thieme) are
the limit sets of Emden-Fowler systems, and serve as a characterization of
the different solutions. The emphasis lies on the study of the M -solutions.
The asymptotic expansions obtained make it possible to apply the results to
the important question of stellar dynamics which solutions lead to galactic
models (stationary solutions of the Vlasov-Poisson system) of finite radius
and/or finite mass for different p, λ.
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Appendix

1. Introduction

In the present paper we study the positive solutions φ = φ (r) of the
differential equation

1

r2
(

r2φ′
)′

= − rλ−2

(1 + r2)
λ/2

φp, p > 1, λ > 0, (Mp,λ)

on their maximal intervals (R−, R) of existence on the positive real line R
+.

For λ = 2, these solutions are the radial solutions of the semilinear elliptic
equation

∆φ = − 1

1 + x2
φp,

on R
3, which T. Matukuma proposed in 1930 for the description of certain

stellar globular clusters in a steady state [22]. In this paper, we attach the
name ”Matukuma equation” to the more general form (Mp,λ). Earlier, with
the appearance of R. Emden’s book ”Gaskugeln” in 1907, certain stellar
dynamic models called polytropes had been introduced; their study has
lead to the Emden-Fowler equation

1

r2
(

r2φ′
)′

= −rq−3φp, p > 1, q > 1. (EFp, q)

As was shown in [2], all these models are particular (classical) exam-
ples of a more general theory of time-independent spherically symmetric
solutions of the Vlasov-Poisson system

∂tf + v∂xf − ∂xU (t, x) ∂vf = 0
∆U (t, x) = 4πρ (t, x)

ρ (t, x) :=
∫

f (t, x, v) dv,







(VPS)

x, v ∈ R
3. Here f = f (t, x, v) ≥ 0 is the distribution function of the consid-

ered system of gravitating mass in the space-velocity space R
3 ×R

3, where
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t ≥ 0 is the time, U = U (t, x) the Newtonian potential and ρ = ρ (t, x) the
local density. Jeans’ theorem says that the time-independent solutions f in
the case of spherical symmetry have the form f = Ψ (E,F ), where

E :=
v2

2
+ U (r) =

w2

2
+

1

2

F

r2
+ U (r) ,

F := x2v2 − (xv)
2

are the local energy and the angular momentum in the coordinates

r := |x| , w :=
x · v
|x| , F := x2v2 − (xv)

2
.

Given Ψ ≥ 0, a solution U of Poisson’s equation

1

r2
(

r2U ′ (r)
)′

= 4πρ (r) , (1.1)

where

4πρ (r) =
8π2

r2

∫∫

w>0
F>0

Ψ

(

w2

2
+

1

2

F

r2
+ U (r) , F

)

d (w,F ) =: hΨ (r, U(r)),

(1.2)

together with f := Ψ

(

w2

2 + 1
2

F

r2
+ U (r) , F

)

and ρ given by (1.2) leads to

a solution of the (VPS) and hence to a spherically symmetric stationary
stellar dynamic model (U, f, ρ).

If we make the choice

Ψ (E,F ) := (E0 − E)
n−3/2
+ F k, ( )+ = positive part,

where E0 > 0, n > 1/2, k > −1, such that n+ k > 1, (1.1) becomes

1

r2
(

r2U ′ (r)
)′

= cr2k (E0 − u)
n+k
+ , (1.3)

where c := 2k+7/2π2B
(

1
2 , k + 1

)

B
(

n− 1
2 , k + 3

2

)

(B is the Beta function).
The positive solutions U < E0 of (1.3) correspond to the positive solutions
φ of (EFp, q) with p := n + k, q := 2k + 3 via the substitution φ (r) =

E0 − U
(

c−
1

2k+2 r
)

.

Camm’s choice [6]

Ψ (E,F ) := (E0 − E − aF )
n−3/2
+ F k,

where a > 0, leads to (1.1) in the form

1

r2
(

r2U ′ (r)
)′

=
cr2k

(1 + 2ar2)
k+1

(E0 − U(r))
n+k
+ .

The positive solutions U < E0 correspond to the positive solutions φ of
(Mp,λ) with λ := 2k + 2 via the substitution
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φ (r) =

(

c

(2a)
k

+ 1

)
1

n+k−1 (

E0 − U

(

r√
2a

))

(see [2]).
Two physically most relevant problems are associated with the equations

(1.1), (1.2), namely, to find those Ψ and those initial conditions for (1.1),
for which

A) the local density ρ (r) has bounded support,
B) the total mass M := 4π

∫

ρ (r) r2 dr is finite.

These problems had been completely solved for all positive solutions of
the Emden-Fowler equation (EFp, q) with p, q > 1 in [4] and investigated
in the relativistic case in [1]; the results have been applied in the stability
theory for the (VPS) in [3] and [10]. The problem in full generality seems
to be extremely difficult, as pointed out in [2]. Further partial answers have
been given by G. Rein and A.D. Rendall [27–29,31,32] for the (VPS) and the
Vlasov-Einstein system, where this problem also occurs, and by M. Heinzle,
A.D. Rendall and C. Uggla [11]. In [32] it is proven that the induced f has
compact support and finite mass if Ψ is of the form

Ψ (E,F ) = Ψ1 (E) · F l,

where Ψ1 (E) = c · (E0 − E)
k
+ +O

(

(E0 − E)
k+δ
+

)

(E → E0), with k > −1,

l > −1/2, k + l + 1/2 > 0, k < l + 3/2 and c, δ > 0 (also the case of the
Vlasov-Einstein equations is considered). The result is generalized in [11]
to nonnegative functions Ψ1 ∈ C1 (0,∞) such that Ψ ′

1 is locally bounded in
(0,∞) and Ψ ′

1 (E) ≤ const · Ek′

for some k′ > −2 near E = 0. The papers
[4,11] reduce the question to a phase space analysis for solutions of systems
of ordinary differential equations.

As for the Matukuma equation and related equations, almost the en-
tire work has been done for the E-solutions, beginning with the study of
Matukuma’s own conjectures about these solutions [24, p. 2]; among those,
whose work is more closely related to the present paper, we mention W.
Kawano, M. Kwong, Y. Li, W.-M. Ni, Y. Santanilla, E. Yanagida, S. Yot-
sutani [12–20,23,24,35–38]. In Section 9.4, we refer to their work in more
detail.

One aim of this paper is to develop a comprehensive theory of all positive
solutions φ of the Matukuma equation. The three different types of solutions
known from the Emden-Fowler equation also exist for the Matukuma equa-
tion, namely the E-solutions (which are regular at r = 0), the M -solutions
(singular at r = 0) and the F -solutions (with R− > 0). Particularly the
M -solutions have an extremely rich structure. They correspond to stellar
dynamic models with a singular, but integrable local density at r = 0. In
this context we point out that the initial value problem for the (VPS) has
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been satisfactorily solved for bounded (smooth) initial data, but for singu-
lar data a proof for global existence is still open: the singular stationary
solutions, which we now know, are not contained in the class of initial con-
ditions of any theorem yielding global existence of classical solutions [30].
To fill this gap is certainly a promising new line of research for the (VPS).
Let us also mention the following result pertaining to the Vlasov-Einstein
system [33]: If a spherically symmetric solution develops a singularity at all
then the first singularity must appear at the center of the symmetry.

For the purpose of the latter applications, we derive asymptotic expan-
sions at r = 0 and at r = R = ∞, even more accurate ones than those
known for the Emden-Fowler equation [4,5]. A first and powerful tool is
the method which was invented for a precise asymptotic study of (not nec-
essarily radial) solutions of certain semilinear equations at infinity [14,16].
This method begins with rough estimates and improves the accuracy step
by step to the desired extent. We show the applicability of this method at
r = 0 for the E- and M -solutions. In the latter case, we found in Section 5.1
that for q > p every M -solution φ admits a splitting of the form φ = S+Θ,
where S is a singular and Θ is a regular part, which is an ”E-solution” of a
certain (singular) second order equation. For p < q < p+ 1, S has the form
of a ”Laurent expansion” with respect to rq−p with finitely many singular
terms.

The aforementioned paper [4] was based on the substitution

u (t) = rq−2 φ
p (r)

−φ′ (r) , v (t) = r
−φ′ (r)
φ (r)

, r = et,

which maps the solutions of (EFp, q) onto the solutions ϕ = (u, v) of the
Lotka-Volterra system

u̇ = u (q − u− pv) ,
v̇ = v (−1 + u+ v) .

(EFSp, q)

The F -, E- and M -solutions and those with R < ∞ could be char-
acterized and analyzed by their limit sets L+ (ϕ) , L− (ϕ) in the quadrant
R

+×R
+, which can be found by means of the Poincaré-Bendixson theorem.

If one applies this substitution to solutions of the (Mp,λ), one gets

u̇ = u (q (t) − u− pv) ,
v̇ = v (−1 + u+ v) .

(MSp,λ)

The coefficient q (t) is time-dependent, but the limits limt→−∞ q (t) = 1 +
λ, limt→+∞ q (t) = 1 exist, and this fact makes this system an asymptoti-
cally autonomous one. We can make use of a theorem of H.R. Thieme [34],
who has proved a structure theorem for the limit sets of asymptotically au-
tonomous systems and we profit from the fact that the limiting systems in
our case are just particular systems of Emden-Fowler type (EFSp, q), which
had been completely studied in [4].
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We have given an outlook of what the reader can expect in Sections 3,
4 and 5 which are devoted to the F -, E- and M -solutions, after the nec-
essary preparations in Section 2. Sections 6, 7 and 8 are devoted to the
solutions with R <∞, and with rapid and slow decay at R = ∞. To derive
the asymptotic expansions at R = ∞, we present another method, which
makes use of the visualization of the solution by the phase space analysis,
the representation of the (MSp,λ) as a time-dependent perturbation of the
(EFp, q) and elements of the proof the Hartman-Grobman theorem. Section
9 addresses the questions A) and B) of finite R (i.e., the existence of a zero
of φ) and finite M . The formula

M = c̄ lim
r↓R−

r2φ′ (r) − c̄ lim
r↑R

r2φ′ (r) , (1.4)

where c̄:=
[

(2a) q−p
2

c

]
1

p−1

shows that B) is a question of the asymptotic ex-

pansions at r = 0 and R = ∞. Though there are solutions whose graph
intersects itself, we have numerous sets of initial conditions for which the
F -, E- and M -solutions have finite or infinite R and M (see also the ap-
pendix with graphs which illustrate our results). Finally, we remark that it
follows from Section 2.2 that the (EFSp, q) plays the key role of being the
limit system for many other equations. But we refrain from extending our
results to more general settings.

2. Preliminaries

2.1. The different types of solutions of the Matukuma equation

Let K be a positive function in C1 (R+) with r2K (r) bounded away
from zero for r → ∞, and p > 1. Let φ : (R−, R) → (0,∞) be a maximal
solution of the more general equation

1

r2
(

r2φ′
)′

= −K (r)φp on R
+ := (0,∞) . (2.1.1)

Then 0 ≤ R− < R ≤ ∞. Let r0 ∈ (R−, R) and

H (r) := φ′ (r0) r
2
0 −

∫ r

r0

s2K (s)φ (s)
p
ds on (R−, R) . (2.1.2)

Then φ′ (r) = H(r)
r2 and H ′ (r) = −r2K (r)φ (r)

p
< 0 on (R−, R). Hence the

limit
H0 := lim

r↓R−

H (r) ∈ (−∞,+∞]

exists. If H0 > 0, then R− > 0. In fact, if R− = 0, then there exists
r1 ∈ (0, r0) with H (r1) > 0 and H (r) > H (r1) on (0, r1], hence

φ (r) = φ (r0) −
∫ r0

r

φ′ (s) ds = φ (r0) −
∫ r1

r

H (s)

s2
ds−

∫ r0

r1

φ′ (s) ds

≤ φ (r0) −H (r1)

∫ r1

r

ds

s2
−
∫ r0

r1

φ′ (s) ds −→ −∞ (r → 0),
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which is a contradiction. Hence R− > 0. In this case there exists an R0 ∈
(R−, R) with H (R0) = 0 = φ′ (R0): Otherwise we would have H > 0 on
(R−, R), H and φ′ are bounded and φ′ > 0. This implies R = ∞ and
φ is increasing, so that H (r) → −∞ by the assumption on K. This is a
contradiction, and φ′ < 0 on (R0, R) and H > 0 and φ′ > 0 on (R−, R0) by
letting r0 = R0 in (2.1.2). Then limr→R−

φ′ (r) is finite and limr→R−
φ (r) =

0. If H0 ≤ 0, then R− = 0. Assume R− > 0. Then since H ′ < 0 on (R−, R0)
there exists r2 ∈ (R−, r1) so that H(r2) < 0, φ′(r2) < 0, H and φ′ are
bounded on (R−, r2) and φ could be extended beyond R−. Hence R− = 0,
φ′ < 0 on (0, R) and the limit

lim
r↓0

φ (r) ∈ (0,∞]

exists. In this case, we define R0 := 0 and have

R0 = inf { r ∈ (R−, R) : φ′ (r) < 0 }

for all solutions.
Now we classify the solutions as follows. We have shown: H0 > 0 ⇐⇒

R− > 0 ⇐⇒ R0 > R−. In this case we call φ an F -solution. Furthermore:
H0 ≤ 0 ⇐⇒ R− = 0 ⇐⇒ R0 = 0. In this case, if limr↓0 φ (r) < ∞, we
call φ an E-solution, if limr↓0 φ (r) = ∞, an M-solution.

Particular examples of (2.1.1) are the Emden-Fowler equation

1

r2
(

r2φ′
)′

= −rq−3φp, p > 1, q > 1, (EFp, q)

and the Matukuma equation

1

r2
(

r2φ′
)′

= − rλ−2

(1 + r2)
λ/2

φp, p > 1, λ > 0. (Mp, λ)

We will show that the three types of solutions also exist for this equation.
As for the E-solutions, we will frequently make use of the following lemma
which is part of the more general Theorem 5.6 in [2, p. 172], see also [24].

Lemma 2.1. Let α ∈ R and let h : (0,∞) × R → R satisfy the following
conditions:

(i) h ∈ C1((0,∞) × R),
(ii) sh(·, α) ∈ L1

loc[0,∞),
(iii) there exists a number δ > 0 and a function

L0α : (0, δ) → [0,∞] with rL0α ∈ L1[0, δ],

such that for all r ∈ (0, δ) and u1, u2 ∈ [α− δ, α+ δ] we have

|h(r, u1) − h(r, u2)| ≤ L0α(r)|u1 − u2|.

Then the initial value problem

1

r2
(

r2φ′
)′

= h(r, φ), φ(0) = α
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has a unique (maximal) solution φ on (0, R) with φ(0) := limr→0 φ(r) =
α .

If, for some γ ≥ 0, we have

1

rγ+1

∫ r

0

s2L0α(s)ds = O(1) (r → 0),

then

r1−γφ′(r) − 1

rγ+1

∫ r

0

s2h(s, α)ds→ 0 (r → 0).

2.2. Transformation to Lotka–Volterra systems

In this section we consider solutions φ of (2.1.1) on their intervals Jφ :=
(R0, R). We define

u (t) := rK (r)
φp (r)

−φ′ (r) , v (t) := r
−φ′ (r)
φ (r)

, r := et.

Then ϕ := (u, v) : Iϕ → R
+ × R

+, Iϕ := lnJφ is a maximal solution of the
system

u̇ = u (q (t) − u− pv) ,

v̇ = v (−1 + u+ v) , with q (t) := 3 + rK′(r)
K(r) .

(2.2.1)

R
+ × R

+ is an invariant set of this system (the positive u- and v-axes are
invariant). The inverse is

φ (r) =

(

u (ln r) v (ln r)

r2K (r)

)
1

p−1

. (2.2.2)

For (EFp, q) we have K (r) = rq−3 and thus obtain

u̇ = u (q − u− pv) ,
v̇ = v (−1 + u+ v) .

(EFSp, q)

For (Mp,λ) we have

K (r) =
rλ−2

(1 + r2)
λ/2

, (2.2.3)

and

u (t) =
rλ−1

(1 + r2)
λ/2

φp (r)

−φ′ (r) , v (t) = r
−φ′ (r)
φ (r)

(2.2.4)

satisfy

u̇ = u (q (t) − u− pv) ,
v̇ = v (−1 + u+ v) ,

(MSp, λ)

with

q (t) = 3 +
λ− 2 − 2r2

1 + r2
= 1 +

λ

1 + r2
.
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The inverse is

φ (r) =
(

(

1 + r2
)λ/2

r−λu (ln r) v (ln r)
)

1
p−1

,

φ′ (r) = − 1
rφ (r) · v (ln r) ,

(2.2.5)

and the limits

lim
t→−∞

q (t) = 1 + λ, lim
t→+∞

q (t) = 1

exist. We define q := 1 + λ. Then (MSp,λ) is asymptotically autonomous
with respect to (EFSp,q) for t → −∞ and to (EFSp,1) for t → +∞ in the
sense of the next section. The following decompositions:

q (t) = q − (q − 1)
e2t

1 + e2t
= q − (q − 1) e2t + (q − 1)

e4t

1 + e2t
(2.2.6)

= 1 + (q − 1)
e−2t

1 + e−2t
= 1 + (q − 1) e−2t − (q − 1)

e−4t

1 + e−2t
, (2.2.7)

are useful for t→ −∞ and t→ +∞ respectively.
In the sequel unless otherwise stated, φ denotes a solution of (Mp,λ) on

(R0, R) with 0 ≤ R0 < R ≤ ∞ and ϕ = (u, v) is the associated solution
of (MSp,λ) on (T0, T ) with −∞ ≤ T0 = lnR0 < T = lnR ≤ ∞. And it is
always assumed that p, q > 1, λ = q − 1 > 0.

2.3. Asymptotically autonomous systems

A system of ordinary differential equations in the plane R
2

ẋ = f (t, x) (NA)

is called asymptotically autonomous with respect to the autonomous system

ẋ = g (x) (A)

for t → +∞, if f (t, x) −→ g (x) as t → +∞ uniformly on compact subsets
of R

2. As usual we use L+ (ϕ), L− (ϕ) for the positive, negative limit set
and C+ (ϕ), C− (ϕ) for the positive, negative half trajectory of an orbit ϕ.

For asymptotically autonomous systems H.R. Thieme [34] has proved
the following theorem.

Theorem 2.2. (H.R. Thieme) Let ϕ on (τ,∞) be a solution of (NA) and
assume L+ (ϕ) ⊂ K for a compact subset K of R

2. If K only contains
finitely many stationary points of (A), then exactly one of the following
(distinct) 3 cases occurs:

©A L+ (ϕ) consists of a stationary point of (A),
©B L+ (ϕ) is the union of periodic orbits of (A) and possibly center points

of (A), which are encircled by periodic orbits of (A) lying in L+ (ϕ),
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©C L+ (ϕ) contains stationary points of (A) which are cyclically chained by
orbits of (A) lying in L+ (ϕ).

A similar statement holds for t→ −∞.

As is clear from the last paragraph, we can apply Thieme’s theorem
to an analysis of (MSp,λ) with its autonomous limit systems (EFSp,q) and
(EFSp,1) being in the good position that the limit sets of (EFSp,q) are
completely known from [4].

2.4. The linearization of (EFSp,q) at the stationary points

The system (EFSp,q), p, q > 1, has the following stationary points:

P1 = (0, 0) , P2 = (0, 1) , P−
3 = (q, 0) ; for q < p : P4 =

(

p−q
p−1 ,

q−1
p−1

)

.

If the stationary point is P = (a, b), and if we introduce the coordinates
ū := u − a, v̄ := v − b, then we can write (MSp,λ) as a time-dependent
perturbation of (EFSp,q):

(

ū
v̄

)·

= A

(

ū
v̄

)

+

(

−ū2 − pūv̄
ūv̄ + v̄2

)

+

(

− (q − 1) (ū+ a) e2t

1+e2t

0

)

, (2.4.1)

with

A :=

(

q − 2a− pb −pa
b a+ 2b− 1

)

. (2.4.2)

For the following, we consider the linear part of (2.4.1).

For P1 we have A =

(

q 0
0 −1

)

with eigenvalues λ1 = q, λ2 = −1 and

eigenvectors ξ1 = (0, 1), ξ2 = (1, 0), and P1 is a saddle.

For P2 we have A =

(

q − p 0
1 1

)

with λ1 = q − p, λ2 = 1 and ξ1 =

(q − p− 1, 1), ξ2 = (0, 1). That is, for q > p P2 is an unstable improper node.
In particular, for q > p+1: 0 < λ2 < λ1 and P2 is a 2-tangential improper
node with main direction ξ2; for q = p + 1: 0 < λ2 = λ1 = 1 and P2 is
a 1-tangential node with direction (0, 1); for p < q < p+ 1: 0 < λ1 < λ2

and P2 is a 2-tangential node with main direction −ξ1; for q = p : λ1 = 0
and P2 is an unstable 2-tangential node with main direction (1,−1); for
q < p : P2 is a saddle.

For P−
3 we have A =

(

−q −pq
0 q − 1

)

with λ1 = −q, λ2 = q − 1 and

ξ1 = (1, 0), ξ2 =
(

−1,
(

2 − 1
q

)

1
p

)

, and P−
3 is a saddle.

For

q < p : P4 =

(

p− q

p− 1
,
q − 1

p− 1

)

=: (u4, v4) (u4 + v4 = 1),

A =

(

v4 − 1 p (v4 − 1)
v4 v4

)

, λ1,2 = v4 −
1

2
± 1

2

√

Θ(v4),
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where Θ(s) = 1−4ps (1 − s) with two distinct roots η1,2 = 1
2

(

1 ±
√

1 − 1
p

)

.

For v4 >
1
2 ⇔ q > p+1

2 we have Reλi > 0, i = 1, 2 and P4 is unstable. In
particular, for η1 ≤ v4 < 1, P4 is an improper node and for 1

2 < v4 < η1 a

spiral point. For v4 = 1
2 ⇔ q = p+1

2 we have λ1,2 = ± 1
2

√
p− 1i and P4 is

a center. For 0 < v4 <
1
2 ⇔ q < p+1

2 we have Reλi < 0, i = 1, 2 and P4 is
stable. In particular, for η2 < v4 <

1
2 P4 is a spiral point and for 0 < v4 ≤ η2

P4 is an improper node.

2.5. The linearization of (EFSp,1) at the stationary points

The system (EFSp,1), p > 1, has the following stationary points: P1 =
(0, 0) , P2 = (0, 1) , P+

3 = (1, 0) . With the notation of Section 2.4 (here we
have q = 1)

(

ū
v̄

)·

= A

(

ū
v̄

)

+

(

−ū2 − pūv̄
ūv̄ + v̄2

)

, where A :=

(

−1 − 2a− pb −pa
b −1 + a+ 2b

)

.

For P1 we have A =

(

1 0
0 −1

)

and P1 is a saddle.

For P2 we have A =

(

1 − p 0
1 1

)

with eigenvalues λ1 = 1− p < 0, λ2 = 1

and eigenvectors ξ1 = (p,−1), ξ2 = (0, 1) and P2 is a saddle.

For P+
3 we have A =

(

−1 −p
0 0

)

with λ1 = −1, λ2 = 0 and ξ1 = (1, 0),

ξ2 = (−p, 1) and and P+
3 is a stable 2-tangential improper node with main

direction ξ2.

2.6. The flow of (MSp,λ)

From (2.2.6), (2.2.7) we have q̇ (t) < 0, so that q ( · ) strictly decreases
from q (−∞) = q to q (+∞) = 1 on R̄ := {−∞ ≤ t ≤ +∞}. We define

S (t, u, v) := q (t) − u− pv, t ∈ R̄,

W (u, v) := −1 + u+ v,

and have (MSp,λ) in the form

u̇ = uS (t, u, v) ,

v̇ = vW (u, v) .

For functions F : R
+ × R

+ → R, we let

F0 := F−1 {0} , F+ := F−1
{

R
+
}

, F− := F−1
{

R
−
}

.

S0 (t), t ∈ R̄, is the straight line v = − 1
pu + q(t)

p with intercepts (q (t) , 0)

and
(

0, q(t)
p

)

. It moves downward in the closed strip Z between S0 (−∞)
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and S0 (+∞) when t runs from −∞ to +∞. W0 is the fixed straight line
v = 1 − u. Furthermore, we define

G (u, v) := u+
p+ 1

2
(v − 1) .

G0 is the straight line v = − 2
p+1u + 1 with intercepts

(

p+1
2 , 0

)

and (0, 1).

If q > p, P2 ∈ Z. If q > p+1
2 , we define T ∗ ∈ R by q (T ∗) := p+1

2 and

T ∗ =: −∞ for q ≤ p+1
2 . Then S0 (t) ⊂ G− for t ≥ T ∗.

Lemma 2.3. Let ϕ be a solution of (MSp,λ) on (T0, T ). Let q > p+1
2 .

If ϕ (t0) ∈ G+ for t0 < T ∗, then ϕ (t) ∈ G+ for t0 ≤ t ≤ T ∗.
If ϕ (t0) ∈ G− ∪G0 for t0 ≤ T ∗, then ϕ (t) ∈ G− for t < t0.
If ϕ (t0) ∈ G− ∪G0 for t0 ≥ T ∗, then ϕ (t) ∈ G− for t > t0.
If ϕ (t0) ∈ G+ ∪G0 for t0 > T ∗, then ϕ (t) ∈ G+ for T ∗ ≤ t < t0.

For q ≤ p+1
2 the last two statements are true for all t0.

Proof. We have

d

dt
G (ϕ (t)) = u̇+

p+ 1

2
v̇ = u (q (t) − u− pv) +

p+ 1

2
v (−1 + u+ v)

= u

(

q (t) − u+
−p+ 1

2
v

)

+
p+ 1

2
v (−1 + v) .

If ϕ (t) ∈ G0, then −u = p+1
2 (v − 1), hence

d

dt
G (ϕ (t))

∣

∣

∣

∣

ϕ(t)∈G0

= u

(

q (t) +
p+ 1

2
(v − 1) +

− (p+ 1)

2
v − v

)

= u

(

q (t) − p+ 1

2

)

=







u (q (t) − q(T ∗)) > 0 for q > p+1
2 and t < T ∗,

u (q (t) − q(T ∗)) < 0 for q > p+1
2 and t > T ∗,

< 0 for q ≤ p+1
2 and all t.

This proves the assertions for t0 6= T ∗. If q > p+1
2 , then from the above

and an easy calculation we have

d
dtG (ϕ (t))

∣

∣

{ϕ(T∗)∈G0}
= 0,

d2

dt2G (ϕ (t))
∣

∣

∣

{ϕ(T∗)∈G0}
=

(q− p+1
2 )(p−1)(p+1)

q−1 (v(T ∗) − 1) < 0,















(2.6.1)

which shows the claim also for t0 = T ∗ > −∞.

Remark 1. Essentially, the foregoing proof consists of the calculation

uS (t, u, v) +
p+ 1

2
vW (u, v)

∣

∣

∣

∣

(u,v)∈G0

= u

(

q (t) − p+ 1

2

)

.
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The left-hand side is equal to 〈n, (u̇, v̇)〉|(u,v)∈G0
, where n :=

(

1, p+1
2

)

is
a vector normal to G0. The geometric interpretation of the result is then
clear: the flow is directed outward of G− for q > p+1

2 , t < T ∗, and inward

for t > T ∗, and for q ≤ p+1
2 for all t.

Lemma 2.4. No solution ϕ of (MSp,λ) can converge to P1 for t → −∞
nor for t→ +∞.

Proof. We have P1 ⊂ S+ (t) ∩W−, where u̇ (t) > 0 and v̇ (t) < 0 for all t.
⊓⊔

3. F -solutions

For p, q > 1 we consider solutions φ of (Mp,λ) on (R0, R), 0 ≤ R0 < R ≤
∞, and their corresponding solutions ϕ of (MSp,λ) on (T0, T ). The following
characterization of F -solutions implies their existence.

Theorem 3.1. The following conditions are equivalent:

a) φ is an F -solution, that is, R0 > 0.
b) T0 > −∞.
c) C− (ϕ) is unbounded as t ↓ T0.
d) There exists t0 ∈ (T0, T ) such that u (t0) ≥ q.
e) u (t) ↑ ∞ as t ↓ T0.

In this case, v (t) ↓ 0 as t ↓ T0.

Proof. a) ↔ b) follows from the definitions for T0 and R0.
b) → c): If C− (ϕ) were bounded, the solution ϕ could be extended to

a solution ϕ̄ : [T0, T ) → R
+
0 × R

+
0 . But ϕ̄ (T0) is not a point on the axes,

hence ϕ̄ (T0) ∈ R
+ ×R

+ and ϕ could again be extended beyond T0. This is
a contradiction.

c) → d): If d) were not true, u would be bounded and v must be un-
bounded as t ↓ T0. Hence there exists t0 ∈ (T0, T ) with v0 := v (t0) > 1.
We have v̇ > v (−1 + v). The solution of the initial-value problem ż =
z (−1 + z), z (t0) = v0 is

z (t) =
1

1 − cet
with c :=

v0 − 1

v0
e−t0 on

(

−∞, ln
1

c

)

and we have v (t) ≤ z (t), T0 < t ≤ t0. Because z (t) → 1 (t → −∞) v is
bounded on (T0, t0]. This is a contradiction.

d) → b), e): Let u0 := u (t0). We have u̇ < u (q (t) − u) < u (q − u). The
solution of the initial-value problem ż = z (q − z), z (t0) = u0 is

z (t) =
q

1 + ce−qt
with c :=

q − u0

u0
eqt0 < 0 on

(

−1

q
ln

(

−1

c

)

, t0

]

and we have u (t) ≥ z (t) as long as u and z exist. This implies b) and e).



14 Jürgen Batt & Yi Li

e) → c) is trivial.
Now we prove that v (t) ↓ 0 for t ↓ T0. With t0 as in d) it is clear that

ϕ (t) ∈ W+ ∩ S− (t) (see Section 2.6) and hence v̇ > 0 on (T0, t0]. Assume
limt→T0

v (t) = v̄ > 0. Then

v̇ (t) = v (t) (−1 + u (t) + v (t)) > v (t) (q − 1 + v (t)) > v̄ (q − 1 + v̄) > 0

for (T0, t0] and this contradicts v̄ > 0. ⊓⊔

4. E-solutions

For p, q > 1 we consider solutions φ of (Mp,λ) on (0, R), 0 < R ≤ ∞,
and their corresponding solutions ϕ of (MSp,λ) on (−∞, T ), T := lnR. Let
K be defined by (2.2.3). Also, let v̂ (u) := v(t(u)), where t = t(u) is the
inverse function of u = u(t) in a neighborhood of P3 (where u̇ < 0). In the
following theorem we characterize the E-solutions, from which also their
existence follows.

Theorem 4.1. Let p, q > 1. The following conditions are equivalent:

a) φ is an E-solution.
b) There exists some α > 0 such that

φ (r) = α− αp

λ(λ+1)r
λ [1 + o (1)] ,

φ′ (r) = − αp

λ+1r
λ−1 [1 + o (1)] (r → 0).

}

(4.1)

c) rλ−1φp is integrable at 0, which implies that there exists α > 0 such that

φ (r) = α−
∫ r

0

(

1 − s
r

)

sK(s)φp (s) ds, r > 0,

φ′ (r) = − 1
r2

∫ r

0

s2K(s)φp (s) ds, r > 0.















(4.2)

d) There exists α > 0 such that for r → 0

φ (r) = α− αp

λ(λ+1)r
λ + pα2p−1

2λ2(λ+1)(2λ+1)r
2λ

+ λαp

2(λ+2)(λ+3)r
λ+2 +O(rλ+min{4,2λ}),

φ′ (r) = − αp

(λ+1)r
λ−1 + pα2p−1

λ(λ+1)(2λ+1)r
2λ−1

+ λαp

2(λ+3)r
λ+1 +O(rλ−1+min{4,2λ}).

e) There exists α > 0 such that

u (t) = λ+ 1 − pαp−1

2λ+1 e
λt − λ(λ+1)

(λ+3) e
2t +O(emin{4,2λ}t),

v (t) = αp−1

(λ+1)e
λt
[

1 − [p(λ+1)−(2λ+1)]αp−1

λ(λ+1)(2λ+1) eλt

−λ(λ+1)
2(λ+3) e

2t +O(emin{4,2λ}t)
]

.
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f) ϕ (t) → P−
3 (t→ −∞).

In this case
φ (0) := lim

r→0
φ (r) = α,

and

lim
u→q

v̂′ (u) = v̂′ (q) =











− 2λ+1
p(λ+1) , if λ < 2,

− 5αp−1

3(pαp−1+6) , if λ = 2,

0, if λ > 2.

Proof. The existence of E-solutions follows from the possibility to solve
the initial-value problem locally with φ (0) = α; this follows from Lemma
2.1. If we let

Loα (r) = pK (r) |α+ δ|p−1

then
1

rλ+1

∫ r

0

s2L0α (s) ds

is bounded near zero and the same lemma implies

r1−λφ′ (r) − 1

rλ+1

∫ r

0

s2K(s)αp ds→ 0 (r → 0).

L’Hospital’s rule gives

lim
r→0

1

rλ+1

∫ r

0

s2K(s)αp ds =
αp

λ+ 1
.

Hence a) implies the second equation of b), and the first follows by integra-
tion.

a) ⇔ c)⇔b) are straightforward (see also [24, p. 8]).
b) ⇒ d): We will stepwise improve the asymptotics. We begin with (4.1)

and have
φ (r) = α+O(rλ) (r → 0).

Using

(α+ x)p = αp + pαp−1x+
p(p− 1)αp−2

2
x2 +O(x3), (x→ 0)

1

(1 + r2)
λ/2

= 1 − λ

2
r2 +O(r4), (r → 0)

and (4.2), we get

r2φ′ (r) = −
∫ r

0

s2K(s)φp (s) ds

= −
∫ r

0

sλ[1 +O(s2)][αp +O(sλ]ds

= −
∫ r

0

sλ[αp +O(smin{2,λ})]ds

= − αp

(λ+ 1)
rλ+1 +O(rmin{λ+3,2λ+1}),
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φ′ (r) = − αp

(λ+ 1)
rλ−1 +O(rmin{λ+1,2λ−1}),

φ (r) = α− αp

λ(λ+ 1)
rλ +O(rmin{λ+2,2λ}).











(4.3)

Inserting (4.3) again into (4.2) we obtain

r2φ′ (r)

= −
∫ r

0

s2K(s)φp (s) ds

= −
∫ r

0

sλ[1 − λ

2
s2 +O(s4)][αp + pαp−1

(

− αp

λ(λ+ 1)
sλ +O(smin{λ+2,2λ})

)

+O(s2λ)]ds

= −
∫ r

0

sλ[αp − pα2p−1

λ(λ+ 1)
sλ − λαp

2
s2 +O(smin{4,2λ})]ds

= − αp

(λ+ 1)
rλ+1 +

pα2p−1

λ(λ+ 1)(2λ+ 1)
r2λ+1 +

λαp

2(λ+ 3)
rλ+3 +O(rmin{λ+5,3λ+1}),

and the equation for φ follows by integration (note that min{4, λ +
2, 2λ} = min{4, 2λ}).

d) ⇒ e), f) : we have

u (t) =
rλ−1

(1 + r2)
λ/2

φ (r)
p

−φ′ (r)

=
rλ−1αp

[

1 − αp−1

λ(λ+1)r
λ +O(rmin{λ+2,2λ})

]p

(1 + r2)
λ/2 αp

(λ+1)r
λ−1

[

1 − pαp−1

λ(2λ+1)r
λ − λ(λ+1)

2(λ+3) r
2 +O(rmin{4,2λ})

]

=

[

λ+ 1 − pαp−1

λ
rλ +O(rmin{λ+2,2λ})

] [

1 − λ

2
r2 +O(r4)

]

·

×
[

1 +
pαp−1

λ(2λ+ 1)
rλ +

λ(λ+ 1)

2(λ+ 3)
r2 +O(rmin{4,2λ})

]

= λ+ 1 − pαp−1

2λ+ 1
rλ − λ(λ+ 1)

(λ+ 3)
r2 +O(rmin{4,2λ}), r = et

while we also have

v(t)

= r
−φ′

(r)

φ (r)
= r

αp

(λ+1)r
λ−1

[

1 − pαp−1

λ(2λ+1)r
λ − λ(λ+1)

2(λ+3) r
2 +O(rmin{4,2λ})

]

α− αp

λ(λ+1)r
λ +O(rmin{λ+2,2λ})

=
αp−1

(λ+ 1)
rλ

[

1 − pαp−1

λ(2λ+ 1)
rλ − λ(λ+ 1)

2(λ+ 3)
r2 +O(rmin{4,2λ})

]

·

×
[

1 +
αp−1

λ(λ+ 1)
rλ +O(rmin{λ+2,2λ})

]

=
αp−1

(λ+ 1)
rλ

[

1 − [p(λ+ 1) − (2λ+ 1)]αp−1

λ(λ+ 1)(2λ+ 1)
rλ − λ(λ+ 1)

2(λ+ 3)
r2 +O(rmin{4,2λ})

]

,
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r = et which is e), and f) follows.
f)⇒a): We specialize (2.4.1) to ū:= u− q, v̄ = v and have

˙̄u = −qū− pqv − ū2 − pūv − λ (ū+ q) g (t) , g (t) : = e2t

1+e2t

v̇ = v (λ+ ū+ v}).

}

(4.4)

Let ε (t):= ū (t) + v (t) → 0. Then, for some t0

v (t) = v (t0) e
−λt0 · eλt+

∫ t
t0

ε(s) ds
.

If |ε (t)| ≤ δ < λ for t ≤ t0, then

v (t) ≤ A0 e
(λ−δ)t, A0 := v (t0) e

−(λ−δ)t0 .

If ε is integrable at −∞, then for some A > 0,

v (t) = Aeλt · e
∫ t
−∞

ε(s) ds, t ≤ t0. (4.5)

We may assume q
2 − ū ≥ 0. Then

1

2

(

ū2
)·

= − (q + ū) ū2 − pū2v − λū2g (t) − q (pv + λg (t)) ū

≤ − (q + ū) ū2 +
q

2

(

(pv + λg (t))
2

+ ū2
)

≤ q
(

p2v2 + λ2g2 (t)
)

,

ū2 (t) ≤ 2q

(

p2

∫ t

−∞

v2 (s) ds+ λ2

∫ t

−∞

g2 (s) ds

)

(4.6)

≤ 2q
(

p2A2
0 e

2(λ−δ)t + λ2e4t
)

,

ū (t) = O
(

emin(2,λ−δ)t
)

.

We have shown that ε is integrable at −∞. Hence with (4.5)

v (t) = Aeλt

[

1 +O

(∫ t

−∞

(ū (s) + v (s)) ds

)]

= Aeλt
[

1 +O
(

emin(2,λ)t
)]

.

Together with (4.6) we get ū (t) = O
(

emin(2,λ)t
)

,

˙̄u = −(λ+ 1)ū− λ(λ+ 1)e2t − p(λ+ 1)Aeλt +O(emin{4,2λ}t),
[

e(λ+1)tū
].

= −λ(λ+ 1)e(λ+3)t − p(λ+ 1)Ae(2λ+1)t +O(emin{λ+5,3λ+1}t),

ū(t) = −λ(λ+ 1)

λ+ 3
e2t − p(λ+ 1)

2λ+ 1
Aeλt +O(emin{4,2λ}t),

u(t) = λ+ 1 − λ(λ+ 1)

λ+ 3
e2t − p(λ+ 1)

2λ+ 1
Aeλt +O(emin{4,2λ}t),
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and with (4.5).

v(t) = Aeλt

[

1 − λ(λ+ 1)

2(λ+ 3)
e2t − p(λ+ 1) − (2λ+ 1)

λ(2λ+ 1)
Aeλt +O(emin{4,2λ}t)

]

.

The asymptotics for u, v imply with (2.2.5)

φp−1(r) = (1 + r2)λ/2r−λu (ln r) v (ln r)

→ qA = αp−1 (r → 0),

This shows a).
We still have to show the last statement:

v̂′ (q) = lim
t→−∞

v (t)

u (t) − q

= lim
t→−∞

αp−1

(λ+1)e
λt
[

1 − [p(λ+1)−(2λ+1)]αp−1

λ(λ+1)(2λ+1) eλt − λ(λ+1)
2(λ+3) e

2t +O(emin{4,2λ}t)
]

−pαp−1

2λ+1 e
λt − λ(λ+1)

(λ+3) e
2t +O(emin{4,2λ}t)

=



























− 2λ+1
p(λ+1) , if λ < 2,

− 5αp−1

3(pαp−1+6) , if λ = 2,

0, if λ > 2.

On the other hand

lim
u→q

v̂′ (u) = lim
t→−∞

v(−1 + u+ v)

u(q(t) − u− pv)

=
λ

λ+ 1
lim

t→−∞

v

q(t) − u− pv
=

λ

λ+ 1
lim

t→−∞

1
q(t)−u

v − p
,

q(t) − u

v
=
q − λg(t) − u

v

=
λ+ 1 − λe2t −

[

λ+ 1 − pαp−1

2λ+1 e
λt − λ(λ+1)

(λ+3) e
2t
]

+O(emin{4,2λ}t)

αp−1

(λ+1)e
λt
[

1 +O(emin{2,λ}t)
]

=

pαp−1

2λ+1 e
λt − 2λ

λ+3e
2t +O(emin{4,2λ}t)

αp−1

(λ+1)e
λt
[

1 +O(emin{2,λ}t)
] →



























p(λ+1)
2λ+1 , if λ < 2,

3(pαp−1−4)
5αp−1 , if λ = 2,

−∞, if λ > 2,

so that

lim
u→q

v̂′ (u) =
λ

λ+ 1
lim

t→−∞

1
q(t)−u

v − p
= v̂′ (q) . ⊓⊔



The Positive Solutions of the Matukuma Equation 19

5. M-solutions

In this section we let p, q > 1, and consider solutions φ on (0, R), 0 <
R ≤ ∞, and the corresponding ϕ on (−∞, T ), T := lnR. Our aim is the
characterization and description of the M -solutions. We have to distinguish
between the four different cases: q > p (with the three subcases, q > p+ 1,
q = p+ 1, p < q < p+ 1), q = p, q < p (but q 6= p+1

2 ), and q = p+1
2 .

5.1. The case q > p

In this section we show that the M -solutions are characterized by the
property that their ϕ(t) tend to P2 as t → −∞.Though the existence of
such solutions will follow later, the asymptotical stability of P2 for t→ −∞
follows from specializing the general linearization (2.4.1) to P2:

(

u
v̄

)·

= A

(

u
v̄

)

+

(

−u2 − puv̄
uv̄ + v̄2

)

+

(

− (q − 1) e2t

1+e2tu

0

)

with

A :=

(

q − p 0
1 1

)

, v̄ = v − 1.

A has the two positive eigenvalues λ1 = q − p > 0, λ2 = 1. It is possible
to extend the classical theorem for asymptotic stability to this case where a
time-dependent perturbation with the estimate c · e2t |u| appears. We omit
the details. Hence any solution ϕ starting in a small neighborhood of P2

with a sufficiently negative t0 will converge to P2 as t→ −∞.

Theorem 5.1. Let q > p. The following conditions are equivalent:

a) ϕ is an M -solution.
b) There exists c > 0 such that

φ (r) =
c

r
[1 + o (1)] ,

φ′ (r) = − c

r2
[1 + o (1)] , (r → 0).







(5.1.1)

c) There exists c > 0 such that

u (t) = cp−1e(q−p)t [1 + o (1)] ,

v (t) − 1 = o (1) (t→ −∞) .

d) ϕ (t) → P2 (t→ −∞).
In this case

r2φ′ = −c−
∫ r

0

s2K(s)φpds, (5.1.2)

and c is uniquely determined.
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Proof. For a) → b) we extend arguments for (EFp,q) [5, p.504] to our case.
The function z (t) := φ

(

1
t

)

defined on
(

1
R ,∞

)

is an unbounded solution of
the equation

z′′ (t) + fλ (t) zp = 0, where fλ (t) :=
1

t2 (1 + t2)
λ/2

. (5.1.3)

We multiply (5.1.3) with z′ and integrate by parts from t to t0 >
1
R :

1

2
z′ (t)

2
+ fλ (t)

zp+1 (t)

p+ 1
−
∫ t

t0

f ′λ (s)
zp+1 (s)

p+ 1
ds = c1 + fλ (t0)

zp+1 (t0)

p+ 1
.

Because f ′λ < 0, z′ is bounded, and there exists a constant K ≥ 0 such that

z (t) ≤ K · fλ (t)
− 1

p+1 .

Because for t, τ > t0 with (5.1.3)

z′ (τ) − z′ (t) = −
∫ τ

t

fσ (s) zp (s) ds,

and

fλ (s) zp (s) ≤ Kpf
1− p

p+1

λ = Kp
[

t2
(

1 + t2
)λ/2

]− 1
p+1

is integrable (− (2 + λ) 1
p+1 < −1 ⇐⇒ 1+q > p+1 ⇐⇒ q > p), the limit

limt→∞ z′ (t) =: c exists. Because z is unbounded, c ≥ 0. Assume c = 0.
Then

z′ (t) =

∫ ∞

t

fλ (s) zp (s) ds. (5.1.4)

We define
r0 := inf { r ∈ R; z′ (t) = O (tr) } .

Because z′ is bounded, we have r0 ≤ 0. For r > r0 we have with (5.1.4)

z (t) = O
(

tr+1
)

and z′ (t) = O
(

t−2−λ+p(r+1)+1
)

,

hence r0 ≤ −2 − λ + p (r0 + 1) + 1 = p (r0 + 1) − (λ+ 1) ⇐⇒ r0 + q ≤
pr0 + p ⇐⇒ q − p ≤ (p− 1) r0 =⇒ r0 > 0, which is a contradiction.
Hence c > 0 and

z′ (t) = c [1 + o (1)] (t→ −∞),

r2 · φ′ (r) = −c [1 + o (1)] (r → 0),

and b) follows.
b) → c): With (2.2.4) and (5.1.1)

u (t) =
rλ−1

(1 + r2)
λ/2

·
cp

rp [1 + o (1)]
c
r2 [1 + o (1)]

= cp−1rλ+1−p [1 + o (1)] −→ 0,

v (t) = r
c
r2 [1 + o (1)]
c
r [1 + o (1)]

= 1 + o (1) , r = et, (t→ −∞).
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c) → d) is immediate.
d) → a): φ is an M - or an E-solution. In the latter case, ϕ (t) → P−

3 by
Theorem 4.1, which is a contradiction to d).

Finally, (5.1.3) follows by integration, because rλφp is integrable at 0.
⊓⊔

In the sequel we represent the M -solutions φ in the form

φ = S +Θ, (5.1.5)

where S is a singular term of the form S = c
rP (r) with an elementary

explicitly given function P of r with P (r) = 1 + o (1) (r → 0), while Θ is
a (regular) solution of the initial value problem

1

r2
(

r2Θ′
)′

= −K (r) (Θ + S)
p − 1

r2
(

r2S′
)′
, 0 < r < R

Θ (0) : = lim
r→0

Θ (r) = β ∈ R.







(5.1.6)

In terms of P , we have

1

r2
(

r2Θ′
)′

= −K (r)
( c

r
P +Θ

)p

− c

r
P ′′

= −K (r)
cp

rp
P p
((

1 +
r

cP
Θ
)p

− 1
)

(5.1.7)

+

(

− c
r
P ′′ − cprµ−3 P p

(1 + r2)
λ/2

)

= :h1 (r,Θ) + h2 (r) .

Because

K (r)
cp

rp
P p (r) = O

(

rq−p−3
)

and
(

1 +
r

cP
Θ
)p

− 1 = O (r) (r → 0)

we remark that h1 (r,Θ) satisfies the assumptions of Lemma 2.1. We are
going to derive the different forms of P and the asymptotic expansions for
Θ in the subcases q > p+ 1, q = p+ 1, p < q < p+ 1 in the following three
subsections.

5.1.1. The case q > p+ 1

Theorem 5.2. Let q > p+ 1. Then

a) Every M -solution φ has the form φ = S +Θ, where

S (r) =
c

r

and Θ solves (5.1.6) and has the expansions

Θ (r) = β − cp

q − p

[

1

q − p− 1
rq−p−1 +

pβ

c (q − p+ 1)
rq−p

]

+ o
(

rq−p
)

Θ′ (r) = −cp
[

1

q − p
rq−p−2 +

pβ

c (q − p+ 1)
rq−p−1

]

+ o
(

rq−p−1
)

for some uniquely defined constants c > 0, β ∈ R.
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b) Conversely, given any c > 0 and β ∈ R, there exists a unique solution

Θ of (5.1.6) with S (r):=
c

r
and φ:= S +Θ (as long as φ is positive) is

an M -solution.
In this case we have

Θ (r) = β −
∫ r

0

(

1 − s
r

)

sK (s)
[

c
s +Θ (s)

]p
ds, 0 < r < R,

u (t) = cp−1e(q−p)t
[

1 + pβet

c +O
(

emin{2,q−p}t
)

]

,

v (t) = 1 − βet

c + cp−1e(q−p)t

q−(p+1) +O
(

e(q+1−p)t
)

, (t→ −∞) ,











(5.1.8)

and

lim
u→0+

v̂′ (u) = v̂′ (0) =























∞, if β < 0,

1
q−(p+1) , if β = 0,

−∞, if β > 0.

Proof. a) Let c > 0 be determined by Theorem 5.1. Then 1
r2

∫ r

0
s2K(s)φpds =

O(rλ−p−1) is integrable because λ − p > 0 ⇔ q > p + 1. Hence, we have
from (5.1.2) with r0 ∈ (0, R)

φ(r) =
c

r
− c

r0
+ φ(r0) −

∫ r

r0

dσ

σ2

∫ σ

0

s2K(s)φp(s)ds,

= :
c

r
+ β −

∫ r

r0

dσ

σ2

∫ σ

0

s2K (s)φp(s)ds

= :
c

r
+Θ (r) , 0 < r < R.

We define S (r):= c
r and see thatΘ satisfies (5.1.5) and (5.1.6) with 1

r2

(

r2S′
)′

=
0. Hence (5.1.8) follows by partial integration. Any equation c1

r +Θ1 (r) =
c2

r +Θ2 (r) implies c1 = c2 and Θ1 (r) = Θ2 (r), which shows the uniqueness
of c,Θ and β. Now we remember Θ (r) = β + o (1) and have

Θ′(r) = − 1

r2

∫ r

0

s2K(s)
[ c

s
+Θ(s)

]p

ds

= − c
p

r2

∫ r

0

sλ−p(1 + s2)−
λ
2

[

1 +
sΘ(s)

c

]p

ds

= − c
p

r2

∫ r

0

sλ−p
[

1 +O(s2)
]

[

1 +
pβ

c
s+ o(s)

]

ds

= − c
p

r2

∫ r

0

sλ−p

[

1 +
pβ

c
s+ o(s)

]

ds

= − c
p

r2

∫ r

0

[

sλ−p +
pβ

c
sλ+1−p + o(sλ+1−p)

]

ds

= −cp
[

1

λ+ 1 − p
rλ−1−p +

pβ

c(λ+ 2 − p)
rλ−p

]

+ o(rλ−p),
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and the expansion for Θ follows by integration. This shows a). b) Given c, β,

we define S (r):= c
r . Lemma 2.1 tells us that (5.1.6) (where

(

r2S′
)′

= 0) has
a unique solution Θ, and φ:= S+Θ is an M -solution. Finally, using (2.2.4)
and φ = S +Θ we get

u (t)

=
rλ−1

(1 + r2)
λ/2

[

c
r + β − cp

λ+1−p

[

1
λ−pr

λ−p + pβ
c(λ+2−p)r

λ+1−p
]

+ o(rλ+1−p)
]p

c
r2 + cp

[

1
λ+1−pr

λ−1−p + pβ
c(λ+2−p)r

λ−p
]

+ o(rλ−p)

=
cp−1rλ+1−p

(1 + r2)
λ/2

[

1 + βr
c +O(rλ+1−p)

]p

1 +O(rλ+1−p)

=
cp−1rλ+1−p

1 +O(r2)

1 + p
[

βr
c +O(rλ+1−p)

]

+O(r2)

1 +O(rλ+1−p)

= cp−1rλ+1−p 1 + pβr
c +O(rmin{2,λ+1−p})

1 +O(rmin{2,λ+1−p})

= cp−1rλ+1−p

[

1 +
pβr

c
+O(rmin{2,λ+1−p})

]

and similarly

v(t) = r
−φ′

(r)

φ (r)

= r

c
r2 + cp

[

1
λ+1−pr

λ−1−p + pβ
c(λ+2−p)r

λ−p
]

+ o(rλ−p)

c
r + β − cp

λ+1−p

[

1
λ−pr

λ−p + pβ
c(λ+2−p)r

λ+1−p
]

+ o(rλ+1−p)

=
1 + cp−1rλ+1−p

[

1
λ+1−p + pβ

c(λ+2−p)r
]

+ o(rλ+2−p)

1 + βr
c − cp−1rλ+1−p

λ+1−p

[

1
λ−p + pβ

c(λ+2−p)r
]

+ o(rλ+2−p)

= 1 − βr

c
+
cp−1rλ+1−p

λ− p
+O(rλ+2−p).
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Hence

v̂′ (0) = lim
t→−∞

v (t) − 1

u (t)

= lim
t→−∞

−βet

c + cp−1e(λ+1−p)t

λ−p +O(e(λ+2−p)t)

cp−1e(λ+1−p)t
[

1 + pβet

c +O(emin{2,λ+1−p}t)
]

=























∞, if β < 0,

1
λ−p , if β = 0,

−∞, if β > 0.

and

lim
u→0

v̂′ (u) = lim
t→−∞

v̇ (t)

u̇ (t)
= lim

t→−∞

v (−1 + u+ v)

u (q (t) − u− pv)
=
v̂′ (0) + 1

q − p
= v̂′ (0) . ⊓⊔

(5.1.9)

5.1.2. The case q = p+ 1

Theorem 5.3. Let q = p+ 1, i.e. λ = p. Then:

a) Every M -solution has the form φ = S +Θ, where

S (r) =
c

r
− cp ln r (5.1.10)

and Θ solves (5.1.6) and has the expansions

Θ (r) = β + p
2c

2p−1r ln r − p
4c

p−1 (3cp + 2β) r + o (r)

Θ′ (r) = p
2c

2p−1 ln r − p
4c

p−1 (3cp + 2β) + o (1) , (r → 0)

for some uniquely defined constants c > 0, β ∈ R.
b) Conversely, given any c > 0 and β ∈ R, there exists a unique solution
Θ of (5.1.6) with S given by (5.1.10), and φ:= S + Θ is an M -solution
(as long as φ is positive).

In this case Θ satisfies (5.1.7)with P (r) = 1 − cp−1r ln r, P ′′ (r) =

− cp−1

r , so that

h2 (r) =
cp

r2

(

1 − P p (r)

(1 + r2)
p/2

)

=
p

2
cp (1 + o (1)) , (5.1.11)

u(t) = cp−1et
[

1 − pcp−1tet +O(et)
]

,

v(t) = 1 + cp−1tet +O(et),

and
lim

u→0+
v̂′ (u) = v̂′ (0) = −∞. (5.1.12)
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Proof. a) Let c > 0 be given by Theorem 5.1, which also gives

s2K(s)φp (s) =
sλ

(1 + s2)
λ/2

cp

sp

(s

c
φ (s)

)p

= cp
(

1 +O
(

s2
))

(1 + o (1))
p

= cp (1 + o (1)) ,

φ′ (r) = − c

r2
− 1

r2

∫ r

0

s2K (s)φp (s) ds = − c

r2
− cp

r
+ o

(

1

r

)

,

φ (r) =
c

r
− cp ln r + o (ln r) =

c

r

(

1 − cp−1r ln r + o (r ln r)
)

,

s2K (s)φp (s) = cp
(

1 − pcp−1s ln s+ o (s ln s)
)

,

φ′ (r) = − c

r2
− cp

r
+
p

2
c2p−1 ln r + o (ln r) ,

φ (r) =
c

r
− cp ln r +

p

2
c2p−1r ln r + o (r ln r) .

We define S (r):= c
r − cp ln r and Θ (r):= φ (r) − S (r). Then Θ satisfies

the differential equation in (5.1.6), and because Θ′ = φ′ − S′ is integrable,
Θ (0) =:β exists. Again,

s2K (s)φp (s) = s2K (s)
cp

sp

(s

c
φ (s)

)p

= cp
(

1 +O
(

s2
))

(

1 − cp−1s ln s+
s

c
(β + o (1))

)p

,

φ′ (r) = − c

r2
− 1

r2

∫ r

0

s2K (s)φp (s) ds

= − c

r2
− cp

r2

∫ r

0

(

1 − pcp−1s ln s+
pβ

c
s+ o (s)

)

ds

= − c

r2
− cp

r
+
p

2
c2p−1 ln r − p

4
c2p−1 − pβ

2
cp−1 + o (1) ,

Θ′ (r) =
p

2
c2p−1 ln r − p

4
c2p−1 − pβ

2
cp−1 + o (1) .

The expansion for Θ follows by integration and the uniqueness is shown as
above. This shows a).

b) Given c, β, we define S (r):= c
r −cp ln r = c

rP (r) and (5.1.11) follows.
Together with the remark following (5.1.7) we see that the assumptions of
Lemma 2.1 are satisfied, and (5.1.6) has a unique solutionΘ. Then φ:= S+Θ
is an M -solution.

Finally,

u (t)

=
rλ−1

(1 + r2)
λ/2

φλ (r)

−φ′ (r) =
rλ−1

(1 + r2)
λ/2

·
cp

rp

[

1 − cp−1r ln r +O (r)
]p

− c
r2

[

1 − cp−1r + p
2c

p−2r2 ln r +O (r2 ln r)
]

=
cp−1rλ+1−p

(1 + r2)
λ/2

[

1 − cp−1r ln r +O (r)
]p

1 − cp−1r + p
2c

p−2r2 ln r +O (r2 ln r)

= cp−1r
[

1 − pcp−1r ln r +O(r)
]

, r = et
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and

v(t) = r
−φ′

(r)

φ (r)
= r

c
r2 + cλ

[

1
r − λcλ−1

2 ln r +
λ(cλ+2β)

4c

]

+ o(1)

c
r − cλ ln r + βr + p

2c
2p−1r ln r +O(r)

=

1 + cλ−1

[

r − λcλ−1

2 r2 ln r +
λ(cλ+2β)

4c r2
]

+ o(r2)

1 − cλ−1r ln r + β
c r + p

2c
2p−2r2 ln r +O(r2)

= 1 + cλ−1r ln r +O(r),

hence

v̂′ (0) = lim
t→−∞

v (t) − 1

u (t)

= lim
t→−∞

cλ−1tet +O(et)

cλ−1et [1 − λcλ−1tet +O(et)]

= −∞.

Because lim
u→0

v̂′ (u) = v̂′(0)+1
q−p as in (5.1.9) this shows (5.1.12). ⊓⊔

5.1.3. The case p < q < p+ 1

Theorem 5.4. Let p < q < p+1. Let µ:= q−p ∈ (0, 1) and k0 ∈ N such that
k0µ < 1 ≤ (k0 + 1)µ. Then there exist constants d1:=

1
µ(1−µ) , d2, . . . , dk0+2

depending upon p and q with the following properties:

a) Every M -solution φ has the form φ = S +Θ, where

S (r) =































c

r

[

1 +
k0
∑

i=1

diρ
i

]

, ρ: = cp−1rµ,

if (k0 + 1)µ > 1,
c

r

[

1 +
k0
∑

i=1

diρ
i + dk0+1c

(k0+1)(p−1)r ln r

]

,

if (k0 + 1)µ = 1,































(5.1.13)

and Θ is a solution of (5.1.6)with the expansions

Θ (r) =















β + dk0+1c
(k0+1)(p−1)+1r(k0+1)µ−1 + o

(

r(k0+1)µ−1
)

,
if (k0 + 1)µ > 1,

β + dk0+2c
(k0+1)(p−1)+1rµ ln r + o (rµ ln r) ,

if (k0 + 1)µ = 1,
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Θ′(r)=















((k0+1)µ− 1) dk0+1c
(k0+1)(p−1)+1r(k0+1)µ−2+o

(

r(k0+1)µ−2
)

,
if (k0 + 1)µ > 1,

µdk0+2c
(k0+1)(p−1)+1rµ−1 ln r + o

(

rµ−1 ln r
)

,
if (k0 + 1)µ = 1,

for uniquely determined constants c > 0, β ∈ R.
b) Conversely, given any c > 0 and β ∈ R, there exists a unique solution
Θ of (5.1.6) with S given by (5.1.13) and φ:= S + Θ is an M -solution
(as long as φ is positive).

In this case Θ satisfies (5.1.7)with P (r) = r
cS (r) and

h2 (r) =

{

O
(

r(k0+1)µ−3
)

, if (k0 + 1)µ > 1,
O
(

rµ−2 ln r
)

, if (k0 + 1)µ = 1,

u (t) = cp−1eµt

[

1 +
q − 1

µ (1 − µ)
cp−1eµt

]

+ o
(

e2µt
)

,

v (t) = 1 − 1

µ
cp−1eµt + o

(

eµt
)

,

and

lim
u→0

v̂′ (u) = v̂′ (0) = − 1

1 − µ
.

Proof. a) Let c be determined by Theorem 5.1, which also gives

s2K (s)φp (s) = cpsµ−1 (1 + o (1)) ,

φ′ (r) = − c

r2
− cp

µ
rµ−2 + o

(

rµ−2
)

,

φ (r) =
c

r
− cp

µ (µ− 1)
rµ−1 + o

(

rµ−1
)

+A

=
c

r
+

cp

µ (1 − µ)
rµ−1 + o

(

rµ−1
)

=
c

r

[

1 + d1c
p−1rµ + o (rµ)

]

(see the proof of a) of Theorem 5.3), because µ < 1. More generally, assume

φ (r) =
c

r

[

1 + d1c
p−1rµ + · · · + dk

(

cp−1rµ
)k

+ o
(

rkµ
)

]

(5.1.14)

with constants di = di (p, q) , i = 1, . . . , k, where kµ < 1. Let us introduce
the notation

Σ: = d1ρ+ · · · + dkρ
k, σ: = Σ + o

(

ρk
)

.

Then for j ∈ N,

Σj = O
(

ρj
)

, σj =

j
∑

l=0

(

j

l

)

Σj−lO
(

ρℓk
)

= Σj + o
(

ρk
)

,
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so that

(1 + σ)
p

= 1 + pσ + · · · + p (p− 1) (p− k + 1)

k!
σk +O

(

σk+1
)

= 1 + pΣ + · · · + p (p− 1) (p− k + 1)

k!
Σk +O

(

ρk+1
)

+ o
(

ρk
)

+O
(

Σk+1
)

= 1 + d̃1ρ+ · · · + d̃kρ
k + o

(

ρk
)

with appropriate definition of d̃i = d̃i (p, q) , i = 1, . . . , k. Hence

s2K (s)φp (s) = cpsµ−1
(

1 +O
(

s2
))

(1 + σ)
p

= cpsµ−1

[

1 +
k
∑

i=1

d̃ic
i(p−1)siµ + o

(

sµk
)

]

= c

[

cp−1sµ−1 +
k
∑

i=1

d̃ic
(i+1)(p−1)s(i+1)µ−1 + o

(

s(k+1)µ−1
)

]

,

∫ r

0

s2K (s)φp (s) ds = c

[

cp−1 r
µ

µ
+

k
∑

i=1

d̃ic
(i+1)(p−1) r

(i+1)µ

(i+ 1)µ
+ o

(

s(k+1)µ
)

]

φ′ (r) = − c

r2
− c

[

1

µ
cp−1rµ−2 +

k
∑

i=1

d̃i

(i+ 1)µ
c(i+1)(p−1)r(i+1)µ−2 + o

(

r(k+1)µ−2
)

]

= − c

r2
− c

[

1

µ
cp−1rµ−2 +

k
∑

i=2

d̃i−1

iµ
ci(p−1)riµ−2

+
d̃k

(k + 1)µ
c(k+1)(p−1)r(k+1)µ−2 + o

(

r(k+1)µ−2
)

]

.

The first k terms in the bracket are not integrable at 0 because kµ < 1.
Integrating from r0 > 0 to r we get, with some β ∈ R,

φ (r) =
c

r
+ c

[

1

µ (1 − µ)
cp−1rµ−1 +

k
∑

i=2

d̃i−1

iµ (1 − iµ)
ci(p−1)riµ−1

]

+ β − c
d̃k

(k + 1)µ
c(k+1)(p−1)

∫ r

r0

s(k+1)µ−2ds+ o
(

r(k+1)µ−1
)

.

If (k + 1)µ < 1, we find di =
d̃i−1

iµ (1 − iµ)
, i = 2, . . . , k and

φ (r) =
c

r

[

1 + d1ρ+ · · · + dkρ
k + dk+1ρ

k+1 + o
(

r(k+1)µ
)]

,

where dk+1:=
d̃k

(k+1)µ(1−(k+1)µ) , that is, (5.1.14) holds for k+1. By induction,

we can repeat the process until the biggest k with kµ < 1, which is k0. Hence
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(5.1.14) also holds for k0. If (k0 + 1)µ > 1, we have for k = k0

φ (r) =
c

r

[

1 +

k0
∑

i=1

diρ
i

]

+ β + dk0+1c
(k0+1)(p−1)+1r(k0+1)µ + o

(

r(k0+1)µ
)

.

The singular term S and the regular term Θ can now be read off. In the
case (k0 + 1)µ = 1, we let D = −d̃k0

c(k0+1)(p−1)+1 and we have

φ (r) =
c

r

[

1 +

k0
∑

i=1

dis
i

]

+ β − d̃k0
c(k0+1)(p−1)+1 (ln r − ln r0) + o (ln r)

=
c

r

[

1 +

k0
∑

i=1

dis
i +D · r ln r + o (r ln r)

]

.

We need a further iteration. We let

Σ: = d1ρ+ · · · + dk0
ρk0 , L (r) : = D r ln r, σ: = Σ + L+ o (r ln r) .

Then for j ≥ 2,

σj = Σj +

j−1
∑

i=1

(

j

i

)

Σj−i (L+ o (r ln r))
i
+ (L+ o (r ln r))

j

= Σj +

j−1
∑

i=1

O
(

ρj−i
)

Li (1 + o (1)) + Lj (1 + o (1)) = Σj + o (r ln r) ,

so that

(1 + σ)
p

= 1 + pσ +
p (p− 1)

2
σ2 + · · · + p (p− 1) · · · (p− k0 + 1)

k!
σk0 +O

(

σk0+1
)

= 1 + pΣ +
p (p− 1)

2
Σ2 + · · · + p (p− 1) · · · (p− k0 + 1)

k!
Σk0 + pL

+O
(

Σk0+1
)

+ o (r ln r)

= 1 +

k0
∑

i=1

d̃iρ
i +O

(

ρk0+1
)

+ pL+O
(

ρk0+1
)

+ o (r ln r)

= 1 +

k0
∑

i=1

d̃iρ
i + pL+ o (r ln r)
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for suitably chosen d̃i = d̃i (p, q) , i = 1, . . . , k0; note that ρk0+1 = c(k0+1)(p−1)r.
Hence as above,

s2K (s)φp (s) = cpsµ−1

[

1 +

k0
∑

i=1

d̃ic
i(p−1)siµ + pDs ln s+ o (s ln s)

]

= c

[

cp−1sµ−1 +

k0
∑

i=1

d̃ic
(i+1)(p−1)s(i+1)µ−1 + pDsµ ln s+ o (sµ ln s)

]

,

φ′ (r) = − c

r2
− c

[

1

µ
cp−1rµ−2 +

k0
∑

i=2

d̃i−1

iµ
ci(p−1)riµ−2 + d̃k0

c(k0+1)(p−1)r−1

− pD

µ+ 1
rµ−1 ln r + o

(

rµ−1 ln r
)

]

φ (r) =
c

r
+ c

[

1

µ (1 − µ)
cp−1rµ−1 +

k0
∑

i=2

d̃i−1

iµ (1 − iµ)
ci(p−1)riµ−1 + dk0+1c

(k0+1)(p−1) ln r

]

+ β +
pD

µ (µ+ 1)
c(k0+1)(p−1)+1rµ ln r + o (rµ ln r)

=
c

r

[

1 +

k0
∑

i=1

diρ
i + dk0+1c

(k0+1)(p−1)r ln r

]

+ β + dk0+2c
(k0+1)(p−1)+1rµ ln r + o (rµ ln r) ,

where dk0+1:= d̃k0
, dk0+2 =

−p d̃k0

µ(µ+1) , and S and Θ can be read off again.

This shows a).
b) With the constants given we define S as in a) and P (r):= r

cS (r). Let

(k0 + 1)µ = 1. Using the relation between the di’s and the d̃i’s one easily
shows

P ′′ (r) = −cp−1rµ+2

[

1 +

k0
∑

i=1

d̃iρ
i

]

.

Furthermore, we remember

P p (r) = (1 +Σ + L)
p

= 1 +

k0
∑

i=1

d̃iρ
i + pL+ o (r ln r) .

Hence with (5.1.7),

h2 (r) = − c
r
P ′′ (r) − cp

rµ−3

(1 + r2)
λ/2

P p (r)

= − c
r
P ′′ (r) − cprµ−3P p (r) + cprµ−3P p (r)

(

1 −
(

1 + r2
)−λ/2

)

= cprµ−3

[

1 +

k0
∑

i=1

d̃iρ
i −
(

1 +

k0
∑

i=1

d̃iρ
i + pL+ o (r ln r)

)]

+O
(

rµ−1
)

= rµ−3 ·O (r ln r) = O
(

rµ−2 ln r
)

.



The Positive Solutions of the Matukuma Equation 31

The case (k0 + 1)µ > 1 is similar. Hence h2 satisfies the assumptions of
Lemma 2.1, and together with the remark following (5.1.7) we see that
there exists a unique solution Θ of (5.1.6).

Finally,

u (t) =
rλ−1

(1 + r2)
λ/2

φ (r)
p

−φ′ (r)

=
rλ−1

(1 + r2)
λ/2

[

c
r

(

1 + 1
µ(1−µ)c

p−1rµ + ...+ ck0(p−1)dk0
rk0µ + o(rk0µ)

)]p

c
r2

[

1 + 1
µc

p−1rµ + ...+
dk0

(k0+1)µ (cp−1rµ)
k0+1

+ o
(

rµ(k0+1)
)

]

=
cp−1rq−p

(1 + r2)
λ/2

[

1 + 1
µ(1−µ)c

p−1rµ + ...+ ck0(p−1)dk0
rk0µ + o(rk0µ)

]p

1 + 1
µc

p−1rµ + ...+
dk0

(k0+1)µ (cp−1rµ)
k0+1

+ o
(

rµ(k0+1)
)

= cp−1rq−p

[

1 +
q − 1

µ(1 − µ)
cp−1rµ + o(rµ)

]

,

and

v(t)

= r
−φ′

(r)

φ (r)
= r

c
r2

[

1 + 1
µc

p−1rµ + ...+
dk0

(k0+1)µ

(

cp−1rµ
)

k0+1

+ o
(

rµ(k0+1)
)

]

c
r

(

1 + 1
µ(1−µ)c

p−1rµ + ...+ ck0(p−1)dk0
rk0µ + o(rk0µ)

)

=
1 + 1

µc
p−1rµ + ...+

dk0

(k0+1)µ

(

cp−1rµ
)

k0+1

+ o
(

rµ(k0+1)
)

1 + 1
µ(1−µ)c

p−1rµ + ...+ ck0(p−1)dk0
rk0µ + o(rk0µ)

= 1 − 1

1 − µ
cp−1rµ + o(rµ).

Hence, with (5.1.9),

v̂′ (0) = lim
t→−∞

v (t) − 1

u (t)
= lim

t→−∞

− 1
1−µc

p−1eµt + o(eµt)

cp−1eµt
[

1 + p+µ−1
µ(1−µ)c

p−1eµt + o(eµt)
]

= − 1

1 − µ
= lim

u→0
v̂′ (µ) . ⊓⊔
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5.2. The case q = p

There exist solutions ϕ for which ϕ (t) → P2 (t→ −∞). In fact, because
q > p+1

2 , by Lemma 2.3, if ϕ (t0) ∈ G−, ϕ (t) ∈ G− for t ≤ t0. By Thieme’s
theorem and the absence of Cases ©B and ©C for the limit system (EFSp,q) [4,
case n = m+ 3], ϕ must converge to a stationary point. It cannot converge
to P1 by Lemma 2.4, and P−

3 /∈ Ḡ− because q > p+1
2 . Hence ϕ converges to

P2.

Before proving the main theorem of this section we first establish the
following lemmas.

Lemma 5.5. Consider the differential equation y′ = r (t) y+b (t) on (−∞, t0].
If r(t) → r0 > 0, b(t) → b0 ∈ R (t→ −∞), then

y(t) → − b0
r0

(t→ −∞) .

Proof. We let R (t) =
∫ t

t0
r (s) ds and have

y (t) = eR(t)

[

y (t0) −
∫ t0

t

b(s)e−R(s) ds

]

= eR(t)

[

y (t0) −
∫ t0

t

(

−r (s)
b0
r0

+ b(s)

)

e−R(s) ds

]

− b0
r0

(1 − eR(t)), t ≤ t0.

Given ε > 0, there exists t1 < t0 such that for s ≤ t1

∣

∣

∣

∣

−r (s)
b0
r0

+ b(s)

∣

∣

∣

∣

<
ε

2
r0 < εr (s) .

For t ≤ t1 we write
∫ t0

t
=
∫ t1

t
+
∫ t0

t1
and then have

∣

∣

∣

∣

∫ t1

t

(

−r (s)
b0
r0

+ b(s)

)

e−R(s) ds

∣

∣

∣

∣

< ε

∫ t1

t

r (s) e−R(s) ds

= ε
(

e−R(t) − e−R(t1)
)

< εe−R(t),

which shows y(t) → − b0
r0

because eR(t) → 0. ⊓⊔

Lemma 5.6. Consider the differential equation y′ = r (t) y+b (t) on (−∞, t0].
If r(t) = O

(

(−t)−1−δ
)

for some δ > 0, b(t) → b0 6= 0 as t→ −∞, then

y(t)

t
→ b0 as t→ −∞.
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Proof. We let R (t):=
∫ t

t0
r (s) ds = A + B (t), where A:=

∫ −∞

t0
r (s) ds

and B (t):=
∫ t

−∞
r (s) ds = O

(

(−t)−δ
)

. Then

y (t)

t
=
eR(t)y (t0)

t
+

∫ t

t0
b(s)eR(t)−R(s) ds

t

=
eR(t)y (t0)

t
+ eB(t)

∫ t

t0
b(s)e−B(s) ds

t
.

It is clear that eR(t)y(t0)
t → 0, eB(t) → 1, and

∫ t

t0
b(s)e−B(s) ds→ −sign(b0)∞.

Applying L’Hospital’s rule then gives

lim
t→−∞

y (t)

t
= lim

t→−∞
b(t)e−B(t) = b0. ⊓⊔

Remark 2. The above two lemmas can be easily extended to the case t→
∞. For example, in Lemma 5.5. we have to require r0 < 0 in this case.

Theorem 5.7. Let q = p. The following conditions are equivalent:

a) φ is an M -solution.
b) We have

φ (r) =
1

(− ln rλ)
1/λ

· 1

r
(1 + o (1)) ,

φ′ (r) = − 1

(− ln rλ)
1/λ

· 1

r2
(1 + o (1)) (r → 0) .

c) We have

u (t) = − 1

λ
· 1

t
(1 + o (1)) ,

v (t) − 1 =
1

λ
· 1

t
(1 + o (1)) (t→ −∞) .

d) ϕ (t) → P2 (t→ −∞).

In this case

lim
u→0+

v̂′ (u) = v̂′ (0) = −1. (5.2.1)

Proof. a) → d): By Theorem 3.1 on F -solutions, we conclude that C− (ϕ)
is bounded. By Thieme’s theorem and the absence of Cases ©B and ©C , ϕ
must converge to a stationary point of (EFp,q) [4, case n = m + 3]. The
convergence to P1 and P−

3 is not possible by Lemma 2.4 and Theorem 4.1
on E-solutions. Hence ϕ (t) → P2.
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d) → c): We define y := v−1
u . Then

ẏ =
uv̇ − (v − 1) u̇

u2
=
v (−1 + u+ v)

u
− v − 1

u
(q (t) − u− pv)

= vy + v − q (t) y + v − 1 + pvy

= ((p+ 1) v − q (t)) y + 2v − 1, (5.2.2)

where
((p+ 1) v − q (t)) → 1, 2v − 1 → 1 (t→ −∞).

This implies that y(t) → −1 as t→ −∞ by Lemma 5.5. Now
(

1

u

)·

= − u̇

u2
= −u (q (t) − u− pv)

u2
= −q (t)

1

u
+ 1 + p

v − 1

u
+ p

1

u

= (q − q (t))
1

u
+ qy + 1 =: g (t)

1

u
+ qy + 1, where

g (t) = λ
e2t

1 + e2t
= O(e2t), qy + 1 → −q + 1 = −λ (t→ −∞),

which implies that 1
t · 1

u(t) → −q+1 = −λ as t→ −∞ by Lemma 5.6. Hence

lim
t→−∞

t (v (t) − 1) = lim
t→−∞

t u (t) y (t) =
1

λ
.

This shows c).
c) → b): c) means

u (ln r) = − 1

λ
· 1

ln r
(1 + o (1)) = − 1

ln rλ
(1 + o (1)) ,

Hence with (2.2.5)

φ (r) =
(

(

1 + r2
)λ/2 · r−λ · u (ln r) · v (ln r)

)
1
λ

(λ = p− 1)

=
1

r
·
(

− 1

ln rλ
(1 + o (1))

)1/λ

(1 + o (1))

=
1

(− ln rλ)
1/λ

· 1

r
(1 + o (1)) ,

φ′ (r) = −1

r
φ (r) (1 + o (1)) .

This shows b).
b) → a) is trivial.
Finally, (5.2.2) means

ẏ = r(t)y + b(t), with r(t) = (p+ 1) v − q (t) , b(t) = 2v − 1,

where c) implies

r(t) = 1 +
λ+ 2

λt
[1 + o (1)] , b(t) = 1 +

2

λt
[1 + o (1)] .
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Let us define y1(t) := t (y (t) + 1). Then

ẏ1 =

[

r(t) +
1

t

]

y1 + t [b(t) − r(t)] ,

r(t) +
1

t
→ 1, t [b(t) − r(t)] → −1,

so that again by Lemma 5.5 we have y1 → 1 as t→ −∞. Hence by c)

lim
u→0+

v̂′ (u) = lim
t→−∞

v(−1 + u+ v)

u(q(t) − u− pv)
= lim

t→−∞

v
(

v−1
u + 1

)

q (t) − p− u− p (v − 1)

= lim
t→−∞

v
y1

t (q (t) − p) − tu− pt (v − 1)

= 1 · 1

0 + 1
λ − p 1

λ

= −1 = −v̂′ (0) .

⊓⊔

5.3. The case q < p, q 6= p+1
2

For q < p there are no solutions ϕ which converge to P2 for t→ −∞. In
fact, if q

p < 1, then P2 ∈ S− (t) for all t (see Section 2.6). Hence u̇ (t) < 0

for sufficiently small t, which implies u (t) 6→ 0. On the other hand, there
are always ϕ converging to P4. It is easy to see this in the case p+1

2 < q.

In fact, q < p implies P4 ∈ Ḡ− and p+1
2 < q implies P−

3 /∈ Ḡ−, so that all
solutions starting in G− at some t0 < T ∗ stay in G− by Lemma 2.3 and
necessarily converge to P4 by Thieme’s theorem. For a 6= 0 (2.4.1) does not
have 0 as a solution.

The picture is not so clear for q < p+1
2 , when Reλi < 0, i = 1, 2. Let

us convert (MSp,q) into an autonomous system by adding the additional
variable W (t) := e2t. By (2.2.6),

q (t) = q − (q − 1)W (t) + (q − 1)
W 2 (t)

1 +W (t)
,

so that t 7→ (u (t) , v (t) ,W (t)) satisfies the 3-dimensional system

U̇ = U (q − U − pV ) − (q − 1)UW + (q − 1)
UW 2

1 +W
,

V̇ = V (−1 + U + V ) ,

Ẇ = 2W.















(MSp, λ)

Its linearization at the stationary point P̄4 := (u4, v4, 0) is, with Ū := U −
u4, V̄ := V − v4,





Ū
V̄
W





·

= Ā





Ū
V̄
W



+





−Ū2 − pŪ V̄ − (q − 1) ŪW
ŪV̄ − V̄ 2

0



+





(q − 1)
(

Ū + u4
W 2

1+W

)

0
0




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with Ā =





A
− (q − 1)u4

0
0 0 2



.

Because Reλi < 0, i = 1, 2 and λ3 = 2 (see Section 2.4), P̄4 is a
hyperbolic point for (MSp,λ). In the case p+1

2 < q, P̄4 has a 3-dimensional

stable manifold for t → −∞. If q < p+1
2 , the stable manifold for t → −∞

has dimension one, whose tangent vector is given by an eigenvector to λ3,
which is

ξ3 =

(

− (q − 1)
(2 − v4) (1 − v4)

(3 − v4) (2 − v4) + p (1 − v4) v4
,

− (q − 1)
(1 − v4) v4

(3 − v4) (2 − v4) + p (1 − v4) v4
, 1

)

.

Hence there exists a solution ψ = (U, V,W ) converging to P̄4 and for
which W (t0) > 0 for some t0 ∈ R. It follows that W (t) = W (t0) e

2(t−t0),
and there exists t1 with W (t1) = 1, so that W (t0) · e2(t1−t0) = 1. Then
t 7→

(

U (t+ t1) , V (t+ t1) ,W (t+ t1) = e2t
)

is also a solution of (MSp,λ)
converging to P̄4, and ϕ (t) := (U (t+ t1) , V (t+ t1)) is a solution of (MSp,λ)
converging to P4.

The following theorem shows that P4 takes the role of P2 for q < p,
q 6= p+1

2 .

Theorem 5.8. Let q < p, q 6= p+1
2 . The following conditions are equivalent :

a) φ is an M -solution.
b) We have

φ (r) = cp,λr
− λ

p−1 (1 + o (1)) ,

φ′ (r) = −cp,λ
λ

p− 1
r−

λ
p−1−1 (1 + o (1)) , cp,λ :=

(

(p− λ− 1)λ

(p− 1)
2

)
1

p−1

.

c) We have

u (t) =
p− λ− 1

p− 1
(1 + o (1)) ,

v (t) =
λ

p− 1
(1 + o (1)) (t→ −∞) .

d) ϕ (t) → P4.

Proof. a) → d): Similarly as in a) → d) of the proof of Theorem 5.7.

d) ↔ c) and b) → a) are trivial.
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c) → b): c) implies with (2.2.2)

φ (r) =

(

(

1 + r2
)λ/2

r−λ p− q

p− 1
(1 + o (1))

q − 1

p− 1
(1 + o (1))

)
1

p−1

= cp,λ r
− λ

p−1 (1 + o (1)) ,

φ′ (r) = −1

r

q − 1

p− 1
(1 + o (1)) · φ (r) ,

which is b). ⊓⊔

5.4. The case q = p+1
2

We will use the functional

H (u, v) = (q − u− qv)u
1
λ v1+ 1

λ = −G (u, v)u
1
λ v1+ 1

λ

on R
+
0 ×R

+
0 . We have H > 0 on G−(the open triangle P1P2P

−
3 ), H = 0 on

the boundary ∂G− of G−, H < 0 on G+, and the maximum value is

H (P4) = H(
1

2
,
1

2
) =

λ

22+2/λ
=: cλ.

H is constant along the solutions of (EFSp, p+1
2

) [4, p. 510, case n = 3m+5] in

G−. These are periodic orbits around P4 whose graph is H−1 (c), c ∈ (0, cλ).
H−1 (0) is the union of the stationary points P1, P2, P

−
3 cyclically chained

by orbits of (EFSp, p+1
2

) [4, p. 509].

To investigate
(

MSp, p+1
2

)

, we need the following two lemmas.

Lemma 5.9. Let ϕ be a solution of
(

MSp, p+1
2

)

on (T0, T ) . Then

d

dt
H (ϕ (t)) = q · u 1

λ v1+ 1
λ

e2t

1 + e2t
W (u, v) , u = u (t) , v = v (t) . (5.4.1)

Consequently, if B is a bounded subset of R
+ × R

+,

MB: = sup
(u,v)∈B

qu
1
λ v1+ 1

λ |W (u, v)|

and ϕ (t) ∈ B on [t1, t2] ⊂ (T0, T ) then

|H (ϕ (t2)) −H (ϕ (t1))| ≤
1

2
MB

(

e2t2 − e2t1
)

. (5.4.2)
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Proof. We have, with q (t) = q − g (t) , g (t) = λ e2t

1+e2t ,

d

dt
H (ϕ (t)) = (q − u− qv)

·
u

1
λ v1+ 1

λ + (q − u− qv)
1

λ
u

1
λ−1u̇v1+ 1

λ

+ (q − u− qv)u
1
λ

(

1 +
1

λ

)

v
1
λ · v̇

= u
1
λ v1+ 1

λ

(

−u (q (t) − u− pv) − qv (−1 + u+ v)

+
1

λ
(q − u− qv) (q (t) − u− pv)

+ (q − u− qv)

(

1 +
1

λ

)

(−1 + u+ v)

)

= u
1
λ v1+ 1

λ

(

(q (t) − u− pv)

(

−u+
1

λ
(q − u− qv)

)

+ (−1 + u+ v)

(

−qv +

(

1 +
1

λ

)

(q − u− qv)

))

= u
1
λ v1+ 1

λ

(

(q (t) − u− pv)

(

−
(

1 +
1

λ

)

u+
q

λ
− q

λ
v

)

+ (−1 + u+ v)

((

1 +
1

λ

)

q −
(

1 +
1

λ

)

u

−
(

q +
q2

λ

)

v

))

= u
1
λ v1+ 1

λ

(

(q − g (t) − u− pv)
q

λ
(1 − u− v)

+ (−1 + u+ v)

(

q2

λ
− q

λ
u−

(

1 +
q

λ

)

v

))

= u
1
λ v1+ 1

λ

(

q

λ
g (t) (−1 + u+ v)

+ (−1 + u+ v) · 0
)

(because p− λ− q = 0),

=
q

λ
u

1
λ v1+ 1

λ g (t)W (u, v) = q · u 1
λ v1+ 1

λ
e2t

1 + e2t
W (u, v) .

The last assertion follows immediately. ⊓⊔

In the sequel we will apply the name F -, E-, M -solution also to the
corresponding ϕ.

Lemma 5.10. Let ϕ be a solution of
(

MSp, p+1
2

)

on (T0, T ). Then ϕ is an

F -solution iff there exists t0 with ϕ (t0) ∈ G+ ∪G0. In this case ϕ (t) ∈ G+

for t < t0.
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Proof. The necessity of the condition follows from Theorem 3.1.d). Con-
versely, if ϕ (t0) ∈ G+, then ϕ (t) ∈ G+ for t ≤ t0 by Lemma 2.3. Because
G+ ⊂W+, we have d

dtH (ϕ (t)) > 0 by (5.4.1), which implies

H (ϕ (t)) < H (ϕ (t0)) = :c0 for t < t0.

If ϕ were not an F -solution, by Theorem 3.1 L− (ϕ) would be a bounded
set lying outside H−1 ((c0, cλ]) , which is an open neighborhood of G−∪G0,
because c0 < 0. But this contradicts Thieme’s theorem. Hence ϕ is an F -
solution. If ϕ (t0) ∈ G0, then ϕ (t) ∈ G+ for t < t0 by Lemma 2.3 and the
conclusion follows again. ⊓⊔

Lemma 5.10 implies that the F -solutions, which are all in G+ for small t
by Theorem 3.1 either stay in G+ or (see Lemma 9.5) enter G− and stay in
G− for larger t by Lemma 2.3. It also implies that the E- and M -solutions
are exactly those which totally lie in G−. For the E-solutions ϕ, we always
have H (ϕ (−∞)):= limt→−∞H (ϕ (t)) = 0 by Theorem 4.1.

The M -solutions are the object of the following theorem. For c ∈ (0, cλ),
let Γc = H−1(c); for a set K ∈ R

2, r > 0 let Br(K) := ∪z∈KBr(z) (the
open ball about z with radius r), and for any z ∈ R

2\{P4} let R(z) be the
ray {P4 + s(z−P4), s ≥ 0}. And let Ωc := {(u, v) : H(u, v) > c}, the region
inside Γc.

Theorem 5.11. Let q = p+1
2 .

a) If ϕ is an M -solution, then ϕ lies in G− and H (ϕ (−∞)) ∈ [0, cλ] exists.
Conversely we have:

b) ∀c ∈ (0, cλ), ∀ε < 1
2 min((c, cλ − c) ∃τ ∈ R ∀t0 ≤ τ, ∀z ∈ Γc ∃z0 ∈

Bε(z) ∩R(z) :

H (ϕ (−∞, t0, z0)) = c.

c) For c = cλ there exists a unique M -solution ϕ such that H (ϕ (−∞)) =
cλ.

Proof. a) follows from the preceding observations and (5.4.2). As for b), for
(u, v) ∈ G−, let us consider the solution ϕ (·, t0) of the initial value problem
ϕ (t0) = (u, v) with t0 ∈ R. Obviously,

R = A ∪B ∪ C

is a partition of R into the subsets

A: = {t0 ∈ R; ϕ (·, t0) is an M -solution with H (ϕ (−∞, t0)) > 0} ,
B: = {t0 ∈ R; ϕ (·, t0) is an F -solution} ,

C: = {t0 ∈ R; ϕ (·, t0) is a solution in G− with H (ϕ (−∞, t0)) = 0} .
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The set A contains the interval (−∞, s0), where s0 is defined byMG−
e2s0 =

H (u, v). In fact, if t0 < s0, then MG−
e2t0 < H (u, v), and, as long as

ϕ (s) ∈ G− on (t, t0], we have with (5.4.2)

H (u, v) −H (ϕ (t, t0)) ≤
1

2
MG−

(

e2t0 − e2t
)

<
1

2
H (u, v) ,

which implies

H (ϕ (t, t0)) >
1

2
H (u, v) > 0, ϕ (t, t0) ∈ G− for all t ≤ t0,

so that (−∞, s0) ⊂ A and (−∞, s0) ∩ B = (−∞, s0) ∩ C = ∅. Now we

vary (u, v) ∈ G− and consider s0 = s0 (u, v):= 1
2 ln H(u,v)

MG
−

and A = A (u, v).

Let U be an open set in G− with closure Ū ⊂ G− and define

σU : = min
(u,v)∈Ū

s0 (u, v) > −∞.

Given ε > 0, it follows from (5.4.2) with t1 = −∞ and t2:= t that

∃sε < σU , ∀t ≤ sε, ∀ (u, v) ∈ U, ∀t0 ∈ A (u, v) :
|H (ϕ (−∞, t0, u, v)) −H (ϕ (t, t0, u, v))| < ε.

(5.4.3)

Now we show that i) the set

Ω: = {(t0, u, v) ; (u, v) ∈ G−, t0 ∈ A (u, v)}

is open in R × R
2
+ and ii) the mapping

H: Ω → (0, cλ], (t0, u, v) 7−→ H (ϕ (−∞, t0, u, v))

is continuous. For i) let (t1, u1, v1) ∈ Ω. Because t1 < A (u1, v1) , the set
{ϕ (t, t1, u1, v1) , t ≤ t1} has a positive distance from H−1 (0) and there ex-
ists an open set U with closure Ū ⊂ G− such that {ϕ (t, t1, u, v) , t ≤ t1} ⊂
U . Now let ε > 0, sε < σU be chosen as above, δ:= σU − sε > 0, and
s∗ε:= min (sε − δ, t1 − δ). Then for all (u, v) ∈ U we have σ∗

ε ∈ A (u, v) (be-
cause s∗ε < sε < σU ≤ σ0 (u, v)) and for all t ≤ s∗ε (< sε) we have with
(5.4.3)

|H (ϕ (−∞, σ∗
ε , u, v)) −H(ϕ (t, σ∗

ε , u, v))| < ε. (5.4.4)

The continuous dependence of the initial conditions implies the existence of
a neighborhood of (t1, u1, v1) which has the form (t1 − s1, t1 + δ1)×V, δ1 <
δ, V̄ ⊂ U , such that for all t2 ∈ (t1 − δ1, t1 + δ1) and (u, v) ∈ V we have
s∗ε < t2 and

ϕ (s∗ε, t2, u, v) ∈ U .

This implies s∗ε ∈ A (ϕ (s∗ε, t2, u, v)) as above and ϕ (·, t2, u, v)
= ϕ (·, σ∗

ε , ϕ (s∗ε, t2, u, v)) is an M -solution with H-limit > 0, that is, t2 ∈
A (u, v). This proves i). Furthermore, for the same (t2, u, v) we have by
(5.4.4),

|H (ϕ (−∞, t2, u, v)) −H (ϕ (s∗ε, t2, u, v))| < ε,
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in particular,

|H (ϕ (−∞, t1, u1, v1)) −H (ϕ (s∗ε, t1, u1, v1))| < ε,

and δ1 and V can be assumed to be small enough for having

|H (ϕ (s∗ε, t2, u, v)) −H (ϕ (s∗ε, t1, u1, v1))| < ε.

This shows ii) also.
To prove b), let c and ε be given. Let B = Ωc− 1

2 min((c,cλ−c). It is easy
to see that there exists τ ≤ σB and δ < ε

4 such that for all ∀t0 ≤ τ, t ≤
t0, z, z

′ ∈ B with |z − z′| < δ we have

|H (ϕ (t, t0, z0)) −H(z′)| < ε

4

(one uses Lemma 5.9 and the continuity of H).This implies:

∀z ∈ Bδ(Γdi
) ∀t ≤ t0 : ϕ (t, t0, z0) ∈ B ε

4
(Γdi

) i = 1, 2

where d1 := c− ε
2 and d2 := c+ ε

2 , in particular we have

∀z ∈ Bδ(Γd1
) : H (t0, z) ≤ d1 +

ε

4
< c,

∀z ∈ Bδ(Γd2
) : H (t0, z) ≥ d2 −

ε

4
> c.

Now, if z ∈ Γc and {zi} := Γdi
∩ R(z), i = 1, 2, then H (t0, z1) < c <

H (t0, z2) , and the continuity of H implies the existence of some z0 ∈ R(z)
between z1 and z2 (so that z0 ∈ Bε(z)) with H (t0, z0) = c.
To prove c), we first derive an a-priori estimate for such a ϕ. We have
ϕ (t) ∈ G− for all t, and with (5.4.2)

|H (u (t) , v (t)) −H (P4)| ≤
1

2
MG−

e2t. (5.4.5)

By Taylor’s formula, for all (u, v) in a neighborhood of P4 one has

H (u, v) −H (P4) =
p+ 1

(p− 1) 2
p+2
p−1

(

u− 1
2

)2
+ 2

(

u− 1
2

) (

v − 1
2

)

+ p
(

v − 1
2

)2
+ o

(

∣

∣

(

u− 1
2 , v − 1

2

)∣

∣

2
)

,

which implies

∣

∣u− 1
2

∣

∣

2
+
∣

∣v − 1
2

∣

∣

2 ≤ C1 |H (u, v) −H (P4)| (5.4.6)

for some C1 > 0 in a neighborhood of (1
2 ,

1
2 ). The decomposition (2.4.1) for

P4 is

ψ̇ (t) = Aψ (t) + g1 (ψ (t)) + g2 (t, ψ (t))
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with

A =





− 1
2 −p

2

1
2

1
2



 , λ1,2 = ±1

2

√

p− 1 · i,

g1 (z) :=

(

−ū2 − pūv̄
ūv̄ + v̄2

)

, g2 (t, z) : =

(

− (q − 1)
(

ū+ 1
2

)

e2t

1+e2t

0

)

,

(see Section 2.4). Hence for small t, σ ∈ R,

ψ (t) = e(t−σ)Aψ (σ) +

∫ t

σ

e(t−s)A (g1 (ψ (s)) + g2 (s, ψ (s))) ds. (5.4.7)

We want to let σ → −∞. To this end, we note that it follows from (5.4.5)
and (5.4.6) that

|ψ (t)| = O
(

et
)

, t→ −∞. (5.4.8)

Furthermore, s 7−→ esA is bounded on R, and (5.4.7) and (5.4.8) imply for
σ → −∞

ψ (t) =

∫ t

−∞

e(t−σ)A (g1 (ψ (s)) + g2 (s, ψ (s))) ds. (5.4.9)

Now we are going to construct a ϕ (t) → P4, that is, a solution ψ (t) → 0 of
(5.4.9). The estimate (5.4.8) suggests to consider the Banach space

XS : =
{

ψ ∈ C(−∞, S], t 7−→ e−t |ψ (t)| is bounded on (−∞, S]
}

equipped with the norm

‖ψ‖ : = sup
t≤S

e−t |ψ (t)| , |z| : = |z1| + |z2| , z = (z1, z2) ∈ R
2.

If we denote by Fψ (t) the right hand side of (5.4.9), the definitions of g1, g2
and (5.4.8) give with constants C2, C3, C4,

‖Fψ‖ ≤ sup
t∈S

e−t

∫ t

−∞

C2

(

|ψ (s)|2 + |ψ (s)| + 1
)

e2sds

≤ C2 sup
t∈S

e−t

∫ t

−∞

((

‖ψ‖2
+ 1
)

e2s + ‖ψ‖ e3s
)

ds

≤ C2

((

‖ψ‖2
+ 1
)

eS + ‖ψ‖ e2S
)

,

‖Fψ1 − Fψ2‖ ≤ sup
t∈S

e−t

∫ t

−∞

C3(
∣

∣ū2
1 − u−2

2

∣

∣

+ |ū1v̄1 − ū2v̄2| +
∣

∣v̄2
1 − v̄2

2

∣

∣+ |ū1 − ū2| e2s) ds

≤ C4 sup
t∈S

e−t

∫ t

−∞

(

‖ψ1‖ + ‖ψ2‖ + eS
)

‖ψ1 − ψ2‖ e2s ds

≤ C4

(

‖ψ1‖ + ‖ψ2‖ + eS
)

eS ‖ψ1 − ψ2‖ .
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For any r > 0, S ∈ R which satisfy

C2

(

r2 + 1 + reS
)

eS ≤ r, C4

(

2r + eS
)

eS < 1 (5.4.10)

F is a contraction in the closed ball in XS of radius r about the origin.
The unique fixed point ψ is a solution of (5.4.9), hence ϕ:= ψ +

(

1
2 ,

1
2

)

solves
(

MSp, p+1
2

)

and ψ (t) → P4. Now let ϕ1, ϕ2 be two solutions with

ϕ1 (t)ϕ2 (t) → P4. Then ψi:= ϕi −
(

1
2 ,

1
2

)

satisfies (5.4.9) and there exist
ri > 0, Si ∈ R with ‖ψi‖ ≤ ri in XSi

, i = 1, 2. There exists S ≤ min (S1, S2)
which satisfies (5.4.10) for r:= max (r1, r2) and ‖ψi‖ ≤ r in XS . Hence
ψ1 = ψ2 and ϕ1 = ϕ2. ⊓⊔

Remark 3. We do not know if there exists an M -solution ϕ with L−(ϕ) =
∂G− (©C of Thieme’s theorem) and if for all (u, v) ∈ G− there exists to such
that ϕ(·, t0, u, v) is an E-solution.

6. Solutions with R <∞

In this section, we consider solutions φ on (R0, R), 0 ≤ R0 < R ≤ ∞ and
corresponding ϕ on (T0, T ), −∞ ≤ T0 < T ≤ +∞, T0 = lnR0, T = lnR.
The following theorem implies the existence of φ with R < ∞, that is,
limr↑R φ (r) = 0 for finite R > 0.

Theorem 6.1. The following conditions are equivalent:

a) R <∞.
b) T <∞.
c) C+ (ϕ) is unbounded as t ↑ T .
d) ∃ t0 ∈ (T0, T ) with v (t0) > 1.
e) v (t) ↑ ∞ as t ↑ T .

In this case, u (t) ↓ 0 as t ↑ T , and L+ (ϕ) = ∅ (we write ϕ→ ∅).

Proof. a) ↔ b) follows from the definitions of R and T , and e) → d) is
clear.

b) → c): If C+ (ϕ) were bounded, the closure of C+ (ϕ) would be a
compact subset of R

+
0 ×R

+
0 . But because T <∞, it cannot contain a point

of the axes, it is a subset of R
+ ×R

+. This implies that ϕ can be extended
beyond T , which is a contradiction.

c) → d): If d) were not true, u is unbounded as t→ −∞. We have

u̇ ≤ u (q (t) − u) < u (q − u) .

The solution of the initial-value problem ż = z (q − z), z (t0) = u (t0) =: u0

for some t0 ∈ (T0, T ) is

z (t) =
q

1 + ce−qt
, c :=

q − u0

u0
eqt0
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on the interval
(

− 1
q ln

(

− 1
c

)

,∞
)

for u0 > q and on R for u0 ≤ q, and

u (t) ≤ z (t) for t0 ≤ t < T . Because z (t) → q, u must be bounded, which
is a contradiction.

d) → b), e): We have v̇ > v (−1 + v). The solution z of the initial-value
problem ż = z (−1 + z), z (t0) = v (t0) =: v0 is

z (t) =
1

1 − cet
, c :=

v0 − 1

v0
et0 > 0

on the interval
(

−∞, ln 1
c

)

, and z (t) < v (t) for those t ≥ t0 where z and v
exist. This implies T <∞ and necessarily v (t) ↑ ∞ as t ↑ T .

Now we show u (t) ↓ 0 as t ↑ T . Without loss of generality we can assume

v0 > max
{

1, q
p

}

, which implies ϕ (t) ∈ W+ ∩ S− (t) on (t0, T ). Hence the

function v̂ (u) := v (t (u)) exists for (L, u0), L := limt↑T u (t). v̂ satisfies the
differential equation

v̂′ (u) =
v̇ (t (u))

u̇ (t (u))
=
v (t (u)) (−1 + u+ v (t (u)))

u (q (t (u)) − u− v (t (u)))

(6.1)

=
v̂ (u) (−1 + u+ v̂ (u))

u (q (t (u)) − u− v̂ (u))
, L ≤ u ≤ u0.

We consider the function y (u) := c
(

u0

u

)
p+1

p for some c > max
{

v0,
(q−1)p+q

p2

}

.

Then we have for L ≤ u ≤ u0:

1.

y (u) ≥ y (u0) = c ≥ v0 > max

{

1,
q

p

}

, (6.2)

hence q − u− p · y (u) < 0 and − 1 + u+ y (u) > 0, (6.3)

2.

p2y (u) > ((q − 1) p+ q)
(

u0

u

)
p+1

p > (q − 1) p+ q
=⇒ −qp− q + pu+ py (u) + p2y (u) > −p+ pu+ py (u)
=⇒ − (p+ 1) (q − u− py (u)) > p (−1 + u+ y (u))

=⇒ −p+1
p < −1+u+y(u)

q−u−py(u) with (6.3)

=⇒ y′ (u) = −p+1
p

y(u)
u < y(u)(−1+u+y(u))

u(1−u−y(u)) .

(6.4)

It follows from (6.1), (6.4) and (6.2) that

v̂ (u) < y (u) , u ≤ u0,

hence u (t)
p+1

p < cu
p+1

p

0 v (t)
−1 → 0 (t ↑ T ) with c). ⊓⊔

Corollary 6.2. The following conditions are equivalent:
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a) R = ∞.
b) T = ∞.
c) C+ (ϕ) is bounded as t→ ∞.
d) v ≤ 1.
e) ϕ converges to a fixed point of (EFSp,q), that is, either ϕ (t) → P2 or
ϕ (t) → P+

3 for t→ ∞.

Proof. The equivalence a) ↔ b) ↔ c) ↔ d) follows from Theorem 6.1.
c) → e) follows from Thieme’s theorem and the absence of the situations

©B and ©C at (EFSp,1) (see Section 2.5).
e) → c) is obvious. ⊓⊔

Definition. The solutions φ of (Mp,λ) with R = ∞ for which ϕ (t) → P2,
will be called P2-solutions; those for which ϕ (t) → P+

3 , will be called P+
3 -

solutions. In the literature, these solutions are called solutions of ”fast” and
”slow” decay, respectively.

We will investigate the existence and the properties of the P2- and P+
3 -

solutions in the next two sections.

7. P2-solutions (solutions of fast decay)

In this section we consider p, q > 1 and solutions φ on (R0,∞) and the
corresponding ϕ on (T0,∞), T0 := lnR0.

We convince ourselves that there are solutions ϕ tending to P2 as t →
+∞. As in Section 5.3, we convert (MSp,λ) into an autonomous system by
adding the additional variable W (t) := e−2t. By (2.2.7),

q (t) = 1 + (q − 1)W (t) − (q − 1)
W 2 (t)

1 +W (t)
,

so that t 7→ (u (t) , v (t) ,W (t)) satisfies the 3-dimensional system

U̇ = U (1 − U − pV ) + (q − 1)UW − (q − 1)
UW 2

1 +W
,

V̇ = V (−1 + U + V ) ,

Ẇ = −2W.











(MSp, λ)

Its linearization at the stationary point P̄2 := (1, 0, 0) with V̄ = V − 1, is





U
V̄
W





·

= Ā





U
V̄
W



+





−U2 − pUV̄ + (q − 1)UW − (q − 1) W 2

1+W
UV̄ + V̄ 2

0





with Ā =





− (p− 1) 0 0
1 1 0
0 0 −2



. The eigenvalues are λ1 = − (p− 1), λ2 = 1,

λ3 = −2, and the corresponding eigenvectors ξ̄1 = (p,−1, 0), ξ̄2 = (0, 1, 0),
ξ̄3 = (0, 0, 1).
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The plane through ξ̄1 and ξ̄3 is tangential to the two-dimensional stable
manifold in P̄2. Consequently, there is a solution ψ = (U, V,W ) of (MPp,λ)
tending to P̄2 for t → +∞ such that there exists t0 ∈ R with ψ (t) ∈
R

+ × R
+ × R

+ for t ≥ t0. We have W (t) = W (t0) e
−2(t−t0). We define t1

by W (t0) e
−2(t1−t0) = 1. Then t 7→ ψ (t+ t1) is also a solution in R

+ ×
R

+×R
+ for t ≥ t0− t1 and W (t+ t1) = W (t0) e

−2(t+t1−t0) = e−2t, so that
ϕ (t) := (U (t+ t1) , V (t+ t1)) ∈ R

+ × R
+ for t ≥ t0 − t1 solves (MSp,λ)

and converges to P2 as t→ ∞.
We first state the following lemma.

Lemma 7.1. Let α, γ > 0; K,L,M ≥ 0 with β := L
α + M

γ < 1. Let u :

[τ,∞) → [0,∞) be continuous and bounded, and assume for t ≥ τ

u(t) ≤ Ke−αt + L

∫ t

τ

e−α(t−s)u(s)ds+M

∫ ∞

τ

e−γsu(t+ s)ds.

Then for t ≥ τ

u(t) ≤ K∗e−( L
1−β −α)t, K∗ :=

K

1 − β
e−

L
1−β τ .

Sketch of proof: Define v(t) := sups≥t u(s) and z(t) := eαtv(t). Then

z(t) ≤ K

1 − β
+

L

1 − β

∫ t

τ

z(s)ds,

and Gronwall’s inequality proves the assertion. ⊓⊔
The following theorem characterizes the P2-solutions.

Theorem 7.2. The following conditions are equivalent:

a) φ is a P2-solution, that is, ϕ (t) → P2 (t→ ∞).
b) There exists c > 0 such that

φ (r) =
c

r
(1 + o (1)) , φ′ (r) = − c

r2
(1 + o (1)) (r → ∞) .

c) There exist c1 > 0 and c2 ∈ R such that

u (t) = e−(p−1)tc1 (1 + o (1)) ,

v (t) − 1 = e−(p−1)tc2 (1 + o (1)) (t→ ∞) .

In this case, c1 = cp−1, c2 = − 1
pc

p−1, and limu→0 v̂
′ (u) = v̂′ (0) = − 1

p .

Proof. a) → b), c): The linearization at P2 is (see Section 2.5 and (2.2.7))

(

u
v̄

)·

= A

(

u
v̄

)

+

(

−u2 − puv̄
uv̄ + v̄2

)

+

(

(q − 1)u e−2t

1+e−2t

0

)

or
ψ̇ (t) = Aψ (t) + g1 (ψ (t)) + g2 (t, ψ (t)) (7.1)
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where ψ = (u, v̄), v̄ = v − 1, with

A :=

(

1 − p 0
1 1

)

,

g1 (z) =

(

−u2 − puv̄
uv̄ + v̄2

)

, g2 (t, z) =

(

(q − 1)u e−2t

1+e−2t

0

)

,

z = (u, v̄).
We remember λ1 = 1 − p < 0, λ2 = 1, ξ1 = (p,−1), ξ2 = (0, 1) from

Section 2.5. The stable manifold of the linear part of (EFSp,1) is given by
S = Rξ1, the unstable manifold by U = Rξ2. Let

QS : R
2 → S,

QU : R
2 → U,

be the canonical projections. There exists a > 0 so that |QSx| ≤ a |x|,
|QUx| ≤ a |x|. Furthermore,

QSe
tA = etAQS = eλ1tQS , QUe

tA = etAQU = eλ2tQU .

The solution ψ of (7.1) satisfies for σ, t ≥ τ > T0

ψ (t) = e(t−σ)Aψ (σ) +

∫ t

σ

e(t−s)Ag1 (ψ (s)) ds+

∫ t

σ

e(t−s)Ag2 (s, ψ (s)) ds

and from a) we have ψ (t) → 0 (t → ∞). We apply QS for σ = τ and QU

and get

ψ (t) = eλ1(t−τ)QSψ (τ) +

∫ t

τ

eλ1(t−s)QSg1 (ψ (s)) ds

+

∫ t

τ

eλ1(t−s)AQSg2 (s, ψ (s)) ds+ et−σQUψ (σ)

+

∫ t

σ

et−sQUg1 (ψ (s)) ds+

∫ t

σ

et−sQUg2 (s, ψ (s)) ds. (7.2)

Let δ > 0 be such that

a (p+ q) p

p− 1
· δ < 1,

a (p+ q) δ

1 − a(p+q)
p−1 · δ

< min

(

p− 1

2
, 2

)

(7.3)

and let τ be so large that

|ψ (t)| ≤ δ,
e−2t

1 + e−2t
≤ δ for t ≥ τ. (7.4)

The estimates

|QUψ (σ)| ≤ a · δ, |QUg1 (ψ (s))| ≤ a (p+ 1) δ2,

|QUg2 (ψ (s))| ≤ a (q − 1) e−2s
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show that we can let σ → +∞ in (7.2) and we get

ψ (t) = eλ1(t−τ)QSψ (τ)+

∫ t

τ

eλ1(t−s)QSg1 (ψ (s)) ds+

∫ t

τ

eλ1(t−s)QSg2 (s, ψ (s)) ds

−
∫ ∞

t

et−sQUg1 (ψ (s)) ds−
∫ ∞

t

et−sQUg2 (s, ψ (s)) ds (7.5)

The next step is to deduce an estimate for ψ. We have for Q = QU or
Q = QS , with (7.4),

|Qg1 (ψ (s))| ≤ a (p+ 1) δ |ψ (s)| ,

|Qg2 (s, ψ (s))| ≤ a (q − 1)
e−2t

1 + e−2t
|ψ (s)| ≤ a (q − 1) δ |ψ (s)| ,







(7.6)

so that (7.5) yields

|ψ (t)| ≤ eλ1te−λ1τ |QSψ (τ)| + a (p+ q) δ

∫ t

τ

eλ1(t−s) |ψ (s)| ds

+ a (p+ q) δ

∫ ∞

t

e(t−s) |ψ (s)| ds

=: Ke−αt + L

∫ t

τ

e−α(t−s) |ψ (s)| ds+M

∫ ∞

0

e−γs |ψ (s+ t)| ds

with α := −λ1 = p− 1 > 0, γ := 1. We may apply Lemma 7.1, because

β :=
L

α
+
M

γ
= a (p+ q)

(

1

p− 1
+ 1

)

δ =
a (p+ q) p

p− 1
· δ < 1, (7.7)

and we get

|ψ (t)| ≤ K∗e(
L

1−β −α)t, t ≥ τ. (7.8)

Multiplying (7.5) by e−λ1t, we get

e−λ1tψ (t) = e−λ1τQSψ (τ) +

∫ t

τ

e−λ1sQSg1 (ψ (s)) ds

+

∫ t

τ

e−λ1sQSg2 (s, ψ (s)) ds− e−λ1t

∫ ∞

t

et−sQUg1 (ψ (s)) ds

− e−λ1t

∫ ∞

t

et−sQUg2 (s, ψ (s)) ds

=: e−λ1tQSψ (τ) +
�



�
	I +

�



�
	II +

�



�
	III +

�



�
	IV .

We want to show that the limits of all terms exist. Let us define ε := L
1−β .

From (7.3) and (7.7) we have

ε <
p− 1

2
and ε < 2. (7.9)
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�



�
	I : The estimates

e−λ1s |QSg1 (ψ (s))| ≤ e−λ1sa (p+ 1)K∗2e2(ε−α)s

(with (7.8)) and −λ1 + 2ε− 2α = p− 1 + 2ε− 2 (p− 1) = 2ε− (p− 1) < 0
(with (7.9)) show that the integrand is integrable on [τ,∞).

�



�
	II : The estimates

e−λ1s |QSg2 (s, ψ (s))| ≤ e−λ1sa (q − 1) e−2s |ψ (s)|
≤ a (q − 1)K∗e−λ1se−2se(ε−α)s

(with (7.6) and (7.8)) and −λ1 − 2 + ε− α = −2 + ε < 0 (with (7.9)) show
that the integrand is also integrable on [τ,∞).

�



�
	III :

e−λ1t

∫ ∞

t

et−s |QUg1 (ψ (s))| ds ≤ ept

∫ ∞

t

e−sa (p+ 1) |ψ (s)|2 ds

≤ ept

∫ ∞

t

e−sa (p+ 1)K∗2e2(ε−α)s ds

<
a (p+ 1)K∗2

− (−1 + 2 (ε− α))
epte(−1+2(ε−α))t

(with (7.8)) and p− 1 + 2ε− 2α = p− 1 + 2ε− 2 (p− 1) = 2
(

ε− p−1
2

)

< 0

(with (7.9)) show that
�



�
	III → 0.

�



�
	IV :

e−λ1t

∫ ∞

t

et−s |QUg2 (s, ψ (s))| ds ≤ ept

∫ ∞

t

e−sa (q − 1) e−2s |ψ (s)| ds

≤ a (q − 1)K∗ept

∫ ∞

t

e−s · e−2se(ε−α)s ds

<
a (q − 1)K∗

− (−1 + 2 + ε− α)
epte(−1−2+ε−α)t

(with (7.8)) and p− 3 + ε− α = p− 3 + ε+ 1 − p = ε− 2 < 0 (with (7.9))

show that
�



�
	IV → 0.

Hence there exist c1, c2 ∈ R such that

e(p−1)tu (t) → c1, e(p−1)t (v (t) − 1) → c2 (t→ ∞),

rp−1u (ln r) → c1, rp−1 (v (ln r) − 1) → c2 (r → ∞).

With (2.2.5),

rp−1φp−1 (r) = rp−1

(

1 + r2
)λ/2

rλ
u (ln r) v (ln r) → c1 ≥ 0,

rφ (r) → c
1

p−1

1 , − r2 · φ′ (r) = rφ (r) · v (ln r) → c
1

p−1

1 .
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Integration of (Mp,λ) gives

−r2φ′ (r) = −r20φ′ (r0) +

∫ r

r0

sλ

(1 + r2)
λ/2

φ (s)
p
ds > −r′0φ′ (r0) > 0,

which implies that c1 > 0. Hence a) → b), c) with c := c
1

p−1

1 .
b) → a): With (2.2.4),

u (t) =
rλ−1

(1 + r2)
λ/2

φp (r)

−φ′ (r) =
rλ−1

(1 + r2)
λ/2

cp

rp (1 + o (1))

− c
r2 (1 + o (1))

= −cp−1 rλ

(1 + r2)
λ/2

r2

r · rp
(1 + o (1)) = − c

p−1

rp−1
(1 + o (1)) → 0,

v (t) = r
−φ′ (r)
φ (r)

=
−r2φ′ (r)
r2φ (r)

=
c (1 + o (1))

c (1 + o (1))
→ 1.

c) → a) is obvious.

We need to show the remaining assertions. For q (t) < p, we have P2 ∈ S− (t)

(see Section 2.6). Hence there exist the inverse function t = t (u) and the
function v̂ (u) = v (t (u)). Furthermore,

v̂′ (u (t)) =
v̇ (t)

u̇ (t)
=

v (t) (−1 + u (t) + v (t))

u (t) (q (t) − u (t) − pv (t))

=
v (t)

q (t) − u (t) − pv (t)

(

e−(p−1)t (v (t) − 1)

e−(p−1)tu (t)
+ 1

)

→ 1

1 − p

(

c2
c1

+ 1

)

.

This shows that the limit

lim
u→0

v̂′ (u) = lim
t→∞

v̂′ (u (t)) =
1

1 − p

(

c2
c1

+ 1

)

=: L

exists, and, by de l’Hospital’s rule,

c2
c1

= lim
t→∞

v (t) − 1

u (t)
= L.

From this we get the equation

L =
1

1 − p
(L+ 1) ,

which gives L = − 1
p and c2 = − 1

p · c1 = − 1
pc

p−1. ⊓⊔
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8. P+
3 -solutions (solutions of slow decay)

The general assumption of this section is again the one of Section 7.
The following theorem characterizes the P+

3 −solutions, from which their
existence will follow.

Theorem 8.1. Let p, q > 1. The following conditions are equivalent:

a) φ is a P+
3 -solution.

b) We have

φ (r) =

(

1

(p− 1) ln r

)
1

p−1

(1 + o (1)) ,

φ′ (r) = −
(

1

(p− 1) ln r

)
p

p−1

· 1

r
(1 + o (1)) (r → ∞).

c) We have

u (t) = 1 − p

p− 1

1

t
(1 + o (1)) ,

v (t) =
1

p− 1

1

t
(1 + o (1)) (t→ ∞).

d) There exists t0 > T ∗ with ϕ (t0) ∈ G−.
e) There exists t1 > T ∗ with ϕ (t1) ∈W−.

In this case

lim
u→1

v̂′ (u) = v̂′ (1) = −1

p
.

Proof. a) → c): Let y (t) := 1−u(t)
v(t) and g (t) := (q − 1) e−2t

1+e−2t . Then

ẏ =
−vu̇− (1 − u) v̇

v2
= −1

v
u (1 + g (t) − u− pv) − y (−1 + u+ v)

= −uy + pu− u

v
g (t) + y − uy + u− 1

= (−2u+ 1) y + (p+ 1)u− 1 − u

v
g (t) =: r(t)y + b(t).

By a), r(t) → −1. To determine the limit of b, we note
(

1

v

)·

= − v̇

v2
=

(1 − u− v)

v
≤ 1

v
,hence

1

v (t)
≤ Ket,

for some constant K > 0. Hence b(t) → p. By Lemma 5.5 and Remark 2,
y(t) → p. Therefore

(

1
v

)·
= y − 1 implies

v (t) =
1

t

1
1
t

1
v(t0)

+ 1
t

∫ t

t0
(y (s) − 1) ds

=
1

t

1

p− 1
(1 + o (1)) ,

1 − u(t) = v(t)y(t) =
1

t

p

p− 1
(1 + o (1)) ,
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which is c).
c)→b) follows from (2.2.5).
b) implies a weaker form of c), namely

u (t) =
rλ−1

(1 + r2)
λ/2

φp (r)

−φ′ (r)

=
rλ−1

(1 + r2)
λ/2

(

1

(p− 1) ln r

)
p

p−1

((p− 1) ln r)
p

p−1 r (1 + o (1))

= 1 + o (1) ,

v (t) = r
−φ′ (r)
φ (r)

= r

(

1

(p− 1) ln r

)
p

p−1

· 1

r
((p− 1) ln r)

1
p−1 (1 + o (1))

=
1

p− 1

1

t
(1 + o (1)) ,

which already implies a).
d) → a): By Lemma 2.3, ϕ (t) ∈ G− for t ≥ t0 and by Thieme’s theorem,

ϕ tends to P2 or P+
3 . However, any solution tending to P2 must have slope

v̂′ (0) = − 1
p > − 2

p+1 (the slope of ∂G−) by Theorem 7.2, which implies a).

a) → e): follows from the definition of G−.
e) → d) is trivial because W− ⊂ G−.
Finally, let us consider y1 := t(y − p). We get

ẏ1 =
1

t
y1 + t(ry + b) = (r +

1

t
)y1 + t(pr + b).

Because r + 1
t = (−2u+ 1) + 1

t → 1 and

t(pr + b) = t(−2pu+ p+ (p+ 1)u− 1 +
pu

v
g)

= t(p− 1)(1 − u) + t
pu

v
g = p(1 + o(1)) +O(t2e−2t) = p(1 + o(1)),

we have y1(t) → b by Lemma 5.5 and Remark 2. Hence

lim
u→1

v̂(u) = lim
t→∞

v (−1 + u+ v)

u (1 + g (t) − u− pv)
= lim

t→∞

−1+u
v + 1

u
(

g(t)
v2 +

1−u
v −p

tv

)

= lim
t→∞

−y + 1

u
(

g(t)
v2 + y1

tv

) =
−p+ 1

1 (0 + (p− 1) p)
= −1

p
. ⊓⊔

9. Global behaviour of the solutions and their radius and mass

The aim of this section is to investigate the question which F -, E-,M -
solutions have finite or infinite radius and mass. We give numerous initial
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conditions in R
+×R

+, for which the corresponding solutions have the de-
sired properties. These initial conditions can be transformed back to con-
ditions for φ(r0), φ

′(r0) with the equations (2.2.5). The total mass of the
stellar dynamic model induced by a solution φ of (Mp,λ) is given by

M = c̄

∫ R

R−

rλ

(1 + r2)
λ/2

φ (r)
p
dr = −c̄

∫ R

R−

(

r2φ′ (r)
)′

)dr

= c̄ lim
r↓R−

r2φ′ (r) + c̄ lim
r↑R

r2 (−φ′ (r)) =: L− + L,

with c̄ as in (1.4).

Let us remark immediately that the limit L− is always finite–this follows
for the F -solutions from Section 3, for the E-solutions from Theorem 4.1,
and for the M -solutions from Theorems 5.1, 5.7, 5.8 (note that − λ

p+1 − 1 +

2 > 0 ⇔ q < p) and 5.11 (note that r2φ′ → 0 for r → 0 by (2.2.5)). Hence
M <∞ ⇐⇒ L <∞.

The following theorem characterizes the solutions φ with finite and infi-
nite radius and mass by their images ϕ in R

+×R
+.

Theorem 9.1. We have the following three equivalences:

a) R <∞ ⇐⇒ ϕ→ ∅. In this case M <∞.
b) R = ∞, M <∞ ⇐⇒ φ is a P2-solution, that is, ϕ→ P2.
c) R = ∞, M = ∞ ⇐⇒ φ is a P+

3 -solution, that is, ϕ→ P+
3 .

Proof. We have R < ∞ =⇒ M < ∞ ⇐⇒ L < ∞. Hence a) follows
from Theorem 6.1. Parts b) and c) follow from Theorems 7.2 and 8.1 in
connection with Corollary 6.2. ⊓⊔

9.1. The case q ≤ p+1
2

Theorem 9.2. Let q ≤ p+1
2 . If ϕ is any solution for which ϕ(t0) ∈ G−,

then ϕ(t) → P+
3 (t → ∞). Consequently, all M - and E-solutions, and all

F -solutions for which ϕ(t0) ∈ G− for some t0, have R = ∞, M = ∞.

Proof. The first assertion follows from Theorem 8.1. The condition ϕ(t0) ∈
G− is satisfied for M -solutions because ϕ(t) → P4 (t → −∞) by Theorem
5.8, and for E-solutions by Theorem 4.1 in the case q < p+1

2 , and by the

remarks following Lemma 5.10 in the case q = p+1
2 . ⊓⊔

Remark 4. The part on E-solutions is known (see Section 9.4).
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9.2. M -solutions for q > p+1
2

We are going to show that in this case the three possibilities a), b), c)
of Theorem 9.1 all occur. To this end, it is useful to remark that for any
solution we have for q > p+1

2 :

(i) If there exists t0 < T ∗ with ϕ(t0) ∈ G− ∪G0, then ϕ corresponds to
an M -solution.

(ii) If there exists t1 ∈ R with v(t1) > 1, then ϕ→ ∅ (t→ ∞).

(iii) If there exists t2 > T ∗ with ϕ(t2) ∈ G−, then ϕ → P+
3 (t→ ∞).

In fact, (i) implies with Lemma 2.3 that ϕ(t0) ∈ G− for all t ≤ t0.
Because L−(ϕ) is bounded, by Thieme’s theorem, ϕ→ Pi or P−

3 (t→ −∞)
where i = 2 in the case q ≥ p and i = 4 in the case p+1

2 < q < p. Convergence

to P−
3 is not possible because q > p+1

2 , and ϕ is an M -solution by Theorems
5.1, 5.7 or 5.8. (ii) follows from Theorem 6.1 and (iii) from Theorem 8.1.

Furthermore, we need the following lemma.

Lemma 9.3. Let q > p+1
2 . Then there exists ε∗ > 0, T1 < T ∗ such that for

all (u0, v0) ∈ G0 with |(u0, v0) − P2| < ε, 0 < ε < ε∗ and for all t0 ≤ T1

there exists t1 > t0 such that v(t1, t0, u0, v0) > 1.

Proof. For 0 < ε < 1 we have (u0, v0) = (εp+1
2 , 1 − ε) ∈ G0. We let

x(t) :=
1

ε
u(t, t0, ε

p+ 1

2
, 1 − ε)

y(t) :=
1

ε

[

1 − v(t, t0, ε
p+ 1

2
, 1 − ε)

]

,

and we are going to specify t1, t0. The functions x, y satisfy

ẋ = x [q(t) − εx− p(1 − εy)] ,

ẏ = −(1 − εy)(x− y).

We consider the limit case ε→ 0 and arrive at

ẋ = x [q(t) − p] = x(q − p− g(t)),

ẏ = −x+ y, where g(t) = λ
e2t

1 + e2t
,
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so that for t ≥ t0

x(t) =
p+ 1

2
e(q−p)(t−t0)

(

1 + e2t0

1 + e2t

)
λ
2

,

y(t) = et−t0

(

1 −
∫ t

t0

x(s)e−(s−t0)ds

)

= et−t0

(

1 −
∫ t−t0

0

x(s+ t0)e
−sds

)

= et−t0

(

1 − p+ 1

2

∫ t−t0

0

e(q−p−1)s

(

1 + e2t0

1 + e2se2t0

)
λ
2

ds

)

.

If we fix τ := t− t0 > 1 and let t0 → −∞, the above integral converges
to

∫ τ

0

e(q−p−1)sds.

Hence there exists T1 < T ∗ such that for t0 ≤ T1

∫ τ

0

e(q−p−1)s

(

1 + e2t0

1 + e2se2t0

)
λ
2

ds >

∫ τ−1

0

e(q−p−1)sds.

On the other hand we have

p+ 1

2

∫ ∞

0

e(q−p−1)sds =

{∞ for q ≥ p+ 1,
1

p+1−q > 1 for p+1
2 < q < p+ 1.

Therefore we may assume that τ had been chosen so large that

p+ 1

2

∫ τ−1

0

e(q−p−1)sds > 1.

Then for t1 := τ + t0 we have y(t1) < 0 and, by continuity, v(t1) > 1 for
all sufficiently small ε > 0. ⊓⊔

Theorem 9.4. Let q > p+1
2 .

(a) If (u0, v0) ∈ G0 is close to P2 and t0 < T1 as in Lemma 9.3, then
the M -solution ϕ(·, t0, u0, v0) has R <∞ and M <∞.

(b) If (u1, v1) ∈ G−∪G0, then the M -solution ϕ(·, T ∗, u1, v1) has R = ∞
and M = ∞.

(c) For t0, (u0, v0) from (a) and (u1, v1) from (b), there exists some
s ∈ (0, 1) such that for (ts, us, vs) = (1 − s)(t0, u0, v0) + s(T ∗, u1, v1),
ϕ(·, ts, us, vs) is an M -solution with R = ∞ and M <∞.

Proof. We apply Theorem 9.1. (a) follows from the proceeding remarks (i)
and (ii).

(b): Lemma 2.3 shows that ϕ(t, T ∗, u1, v1) ∈ G− for t 6= T ∗, and remarks
(i) and (iii) apply.
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(c): We let Q(s) := (ts, us, vs) = (1 − s)(t0, u0, v0) + s(T ∗, u1, v1) : s ∈
[0, 1] 7−→ [t0, T

∗] ×G− ∪G0 and define the sets

A := {s ∈ [0, 1];ϕ(·, Q(s)) satisfies (i) and (ii)} ,
B := {s ∈ [0, 1];ϕ(·, Q(s)) satisfies (i) and (iii)} .

We have 0 ∈ A, 1 ∈ B. Because ϕ depends continuously on the initial
data, A and B are disjoint, non-empty and relatively open in [0, 1]. Because
[0, 1] is connected, there is some s0 ∈ (0, 1) which is not in A ∪ B. On the
other hand, Q(s0) ∈ (t0, T

∗) × G− ∪ G0 and therefore ϕ(·, Q(s0)) satisfies
(i) but not (ii) and (iii), and hence necessarily tends to P2. This proves (c).
⊓⊔

9.3. F -solutions

Our first result in this section is that for all p, q > 1 the three possibilities
a), b), c) of Theorem 9.1 all occur. We need the following lemma.

Lemma 9.5. Let p, q > 1. There exists η > 0 such that for all v0 ∈ (0, η)
and t0 > T ∗ there exists t1 > t0 such that ϕ(t1, t0, q, v0) ∈ G−.

Proof. If q < p+1
2 , (q, v0) ∈ G− for small v0 and the assertion is obvious for

all t0. Therefore we may assume q ≥ p+1
2 . We define q0 := q(t0) <

p+1
2 . We

consider (EFp,q0
) and the F -solution ϕ̄2 with ϕ̄2(t) → P2 (see [4, Theorem

5.7, case n > 3m+5]). We may assume ū2(t0) = q ((EFp,q0
) is autonomous)

and define v̄2(t0) =: η. Let v0 < v1 < η. From [4, Theorem 5.7] we deduce
that the solution ϕ̄(·, t0, q, v1) of (EFp,q0

) stays below ϕ̄2 and there exist
t̄2 > t̄1 > t0 such that

ϕ̄(t̄1) ∈ G0 and ϕ̄(t) ∈ S(p, q0) on [t0, t̄2).

Hence ˆ̄v = ˆ̄v(u) exists on [ū2(t2), q] with graph ˆ̄v ⊂ S(p, q0)− and satisfies

ˆ̄v′(u) =
ˆ̄v(u)(−1 + u+ ˆ̄v(u))

u(q0 − u− pˆ̄v(u))
=: k̄(u, ˆ̄v(u)).

Now consider the F -solution ϕ(·, t0, q0, v0) of MSp,λ. We want to show:
there exists t1 > t0 with ϕ(t1) ∈ G0 (the conclusion then follows from
Lemma 2.3). We may assume that v̂ also exists on [ū(t2), q] and graph
v̂ ⊂ S(p, q0)−, because otherwise ϕ would have crossed S(p, q0)0 and hence
G0 sometime before (see Section 2.6) and we are done. v̂ satisfies

v̂′(u) =
v̂(u)(−1 + u+ v̂(u))

u(q(t(u)) − u− pv̂(u))
=: k(u, v̂(u)).

Because t(u) > t0 for u < q0, we have q(t(u)) < q(t0) = q0 and

k(u, v) > k̄(u, v) in S(p, q0)−.

Hence v̂(u) < ˆ̄v(u) on [ū2(t2), q], and because ϕ̄ crosses G0, ϕ crosses G0

as well. ⊓⊔
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Theorem 9.6. Let q, p > 1. Then:
(a) For (u0, v0) with u0 ≥ q, v0 ≥ 1 and all t0 the F -solution ϕ(·, t0, u0, v0)

tends to ∅ and has R <∞ and M <∞.
(b) For v0 < η as in Lemma 9.5 and for t0 > T ∗ the F -solution

ϕ(·, t0, q, v0) tends to P+
3 and has R = ∞ and M = ∞.

(c) There exists v0 ∈ [η, 1] such that for t0 > T ∗ the F -solution ϕ(·, t0, q, v0)
tends to P2 and has R <∞ and M = ∞.

Proof. (a) and (b) follow from Theorem 3.1, Lemma 9.5 and Theorem 8.1.
As for (c), the sets

A := {v0 ∈ (0, 1] : ∃t > t0 with v(t, t0, q, v0) > 1} ,
B := {v0 ∈ (0, 1] : ∃t > t0 with ϕ(t, t0, q, v0) ∈ G−}

are disjoint, non-empty and relatively open in (0, 1]. Because (0, 1] is con-
nected, the complement of A ∪B in (0, 1] is non-empty and contains v0 for
which ϕ(·, t0, q, v0) necessarily tends to P2. ⊓⊔

Part b) of the following theorem is inspired by the work of W.-M. Ni
and S. Yotsutani [24]. For R0 > 0 and α > 0 we denote by φ(·, R0, α) the
F -solution with φ(R0) = α and φ′(R0) = 0.

Theorem 9.7. For every R0 > 0, there exist constants α0 = α0(R0, p, q)
and α1 = α1(R0, p, q) such that

a) φ(·, R0, α) has R <∞ for α ≥ α0.
b) φ(·, R0, α) has R = ∞ for α ≤ α1.

Proof. a) The function z(t) := φ( 1
t , R0, α) defined on ( 1

R , t0), t0 := 1
R0

is
a solution of

z′′(t) + fλ(t)zp(t) = 0, where fλ(t) :=
1

t2(1 + t2)
λ
2

. (9.1)

It is sufficient to prove: there exists t1 ∈ ( 1
R , t0] such that

z′(t1) ≥
z(t1)

t1
, (9.2)

i.e., the tangent line passing through (t1, z(t1)) has a zero in [0, t1). Because
z′′ < 0, this implies that z has a zero in (0, t0) and R <∞ follows.

If (9.2) were not true, we would have

z′(t)

z(t)
<

1

t
and hence

z(t)

t
>
α

t0
in (

1

R
, t0) (9.3)

by integration. Integrating (9.1) once, we obtain that

z′(t) =

∫ t0

t

1

s2(1 + s2)
λ
2

zp(s)ds

≥ αp

tp0

∫ t0

t

spfλ(s)ds.
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Now there exists t1 ∈ (0, t0) such that α0 :=
[

inft∈(0,t0)
tp
0

t
∫ t0

t spfλ(s)ds

]
1

p−1

=
[

tp
0

t1
∫ t0

t1
spfλ(s)ds

]
1

p−1

. Then, if α > α0, we would have z′(t1) >
z(t1)

t1
, which

is a contradiction. This proves a).

b) We assume R <∞,i.e. φ(R) = 0. By the Pohozaev-type identity [24,
Theorem 1, p5.] we have for n = 3 that

1
2R

3φ′2(R) =
∫ R

R0

[

5−p
2(p+1)K(r) + 1

p+1rK
′(r)
]

φp+1(r)r2dr

+
R3

0K(R0)
p+1 αp+1

= αp+1

{

R3
0K(R0)
p+1 −

∫ R

R0
G(r)

[

φ(r)
α

]p+1

dr

}

,

(9.4)

where

G(r) =
1

2(p+ 1)

[

p− 1 +
p− 2λ− 1

r2

]

rλ+2

(1 + r2)
λ
2 +1

,

so that

G(r) → p− 1

2(p+ 1)
=: G∞ > 0 as r → ∞. (9.5)

LetR1 ≥ R0 such thatG(r) ≥ G∞

2 if r ≥ R1 and letM := supr≥0 |G(r)| <
∞. Since φ(r) ≤ α, we have

r2φ′(r) = −
∫ r

R0

s2K(s)φp(s)ds ≥ −αp

∫ r

R0

s2K(s)ds,

φ′(r) ≥ −α
p

r2

∫ r

R0

s2K(s)ds

and hence

φ(r) ≥ α− αp

∫ r

R0

1

t2

∫ t

R0

s2K(s)dsdt

or
φ(r)

α
≥ 1 − αp−1g(r) for R0 < r < R, (9.6)

where g(r) :=
∫ r

R0

1
t2

∫ t

R0
s2K(s)dsdt. We now fix

R2 := R1 +
2p+2

G∞

[

R3
0K(R0)

p+ 1
+M(R1 −R0)

]

.

Since g ∈ C([R0,∞)) there exists α1 > 0 such that for all α ∈ (0, α1]

1 − αp−1g(r) ≥ 1

2
, on [R0, R2], (9.7)
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which in particular implies that R > R2, α ∈ (0, α1]. From (9.4)-(9.7) we
obtain for α ≤ α1

1

2
R3φ′2(R) < αp+1

{

R3
0K(R0)

p+ 1
+

∫ R1

R0

M [1]
p+1

dr −
∫ R2

R1

G∞

2

[

1

2

]p+1

dr

}

= αp+1

{

R3
0K(R0)

p+ 1
+M(R1 −R0) −

G∞

2p+2
(R2 −R1)

}

= 0

by the choice of R2. This is a contradiction and R = ∞ follows. ⊓⊔

9.4. Known result on E-solutions

For the sake of completeness, we collect the known results on the E-
solutions which are relevant in our context. For α > 0 we denote by φ (·, α)
the solution φ of (Mp,λ) with φ (0) = α.

Theorem 9.8. a)For q > p+1
2 there exists some α0 ∈ (0,∞), such that

1. ) for α > α0, φ(·, α) has R <∞ and M <∞,
2. )φ(·, α0) has R = ∞ and M <∞,
3. ) for α ∈ (0, α0) φ(·, α) has R = ∞ and M = ∞.

b)For q ≤ p+1
2 , φ (·, α) has R = ∞, M = ∞ for all α > 0.

A number of authors contributed to this theorem in connection with a
study of conjectures of Matukuma’s in the case λ = 2 [24, p. 2]. For example,
W.-M. Ni and S. Yotsutani proved a) 1.) for large α > 0, 3.) for all p, q > 1
for small α, and that for all α > 0, φ (·, α) has R = ∞ if q ≤ p+1

2 and

M = ∞ if q < p+1
2 [24, Theorems 2, 5 and 6]; see Y. Li and W.-M. Ni for

results related to a) 3.) for λ ≥ 2 [16, Theorem 3.20].
The existence of E-solutions with R = ∞ and M <∞ for q > p+1

2 was
proven by Y. Li and W.-M. Ni [17, Theorem 2.1]; their uniqueness by E.
Yanagida [36]. Y. Li and W.-M. Ni also proved the precise asymptotics of
the E-solutions at r = ∞ [16, Theorem 2.41], while Y. Li presented the
asymptotic expansions of E-solutions with R = ∞ and M = ∞ for all
p, q > 1 in [14]. The result in its above final form was given by N. Kawano,
E. Yanagida and S. Yotsutani [12, Theorem 5.2].

Remark 5. We do not know whether separation results analogous to The-
orem 9.8 hold for F - and M -solutions.
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Appendix

Fig. 1. Case q > p (q = 3, p = 2). Illustration of Lemma 2.3 and Theorems 3.1,
9.6 (a), (b), 5.1 and 8.1. Note that the shaded region is the G− (definition before
Lemma 2.3) for Figure 1-4.

Fig. 2. Case p+1

2
< q < p (q = 3, p = 4). Illustration of Lemma 2.3 and

Theorems 3.1, 9.6 (a), (b), 5.8 and 9.4 (a), (b).
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Fig. 3. Case q = p+1

2
(q = 3, p = 5). Illustration of Lemma 2.3 andTheorem 5.11.

Fig. 4. Case q > p+1

2
(q = 3, p = 4). Illustration of Lemma 2.3 and Theorems

4.1, 8.1, and 9.8.
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