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1 Introduction

In this paper, we will investigate the existence of multiple solutions for the general inhomogeneous elliptic problem

\[
\begin{cases}
-\Delta u + u = f(x,u) + \mu h(x), & x \in \mathbb{R}^N, \\
u \in H^1(\mathbb{R}^N),
\end{cases}
\]

(1.1)_\mu

where \( h \in H^{-1}(\mathbb{R}^N), \ N \geq 2, \ |f(x,u)| \leq C_1 u^{p-1} + C_2 u \) with \( C_1 > 0, \ C_2 \in [0,1) \) being some constants and \( 2 < p < +\infty \).
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The homogeneous case, i.e., \( \mu = 0 \) which means 0 is a trivial solution of (1.1)\( _{\mu} \), has been studied extensively (see for example [Ba], [BaLi], [BaL], [BC], [BL], [DN], [G], [KZ], [L], [L1], [L2], [Li], [N], [PW], [W]). For the nonhomogeneous case \( \mu \neq 0 \), X.P. Zhu [Z] has first studied the special case of (1.1)\( _{\mu} \) with \( f (x,u) = u^p, \mu = 1, 1 < p < \frac{N+2}{N-2} \). In some cases existence of two positive solutions was obtained if

\[
\left( \int_{\mathbb{R}^N} h^2 (x) \, dx \right)^{\frac{1}{2}} \leq \frac{p-1}{2p} \left( \frac{p}{2p-2} \right)^{\frac{1}{p-2}} S^{\frac{p}{2(p-2)}}
\]

with \( h (x) \geq 0, h (x) \leq C \exp \left( - (1 + \varepsilon) |x| \right) \), where

\[
S = \inf \left\{ \int_{\mathbb{R}^N} (|\nabla u|^2 + u^2) \, dx \bigg| u \in H^1 (\mathbb{R}^N), \int_{\mathbb{R}^N} |u|^p \, dx = 1 \right\}
\]

(1.2) and \( C > 0, \varepsilon > 0 \) are some constants. Y.B. Deng and Yi Li have also considered the problem (1.1)\( _{\mu} \) with \( f (x,u) = u^p \) for more general \( p \in (1, \infty) \), and different assumptions on \( h (x) \). Some existence and bifurcation results about the multiple solutions of (1.1)\( _{\mu} \) have been obtained in [DL1], [DL2] if \( |x|^{N-2} h (x) \) is bounded in \( \mathbb{R}^N \). X.P. Zhu and H.S. Zhou [ZZ] have considered a more general inhomogeneous problem:

\[
\begin{cases}
- \Delta u + u = \lambda \left( f (u) + h (x) \right), & x \in \mathbb{R}^N, \\
u \in H^1 (\mathbb{R}^N), & N \geq 2,
\end{cases}
\]

(1.3)

with \( h (x) \in L^2 (\mathbb{R}^N) \cap L^\beta (\mathbb{R}^N) \) for some \( \beta > \frac{N}{2} \). They have shown that there exists a \( \lambda^* > 0 \) such that problem (1.3) admits at least two positive solutions if \( \lambda \in (0, \lambda^*) \) and no positive solution if \( \lambda > \lambda^* \) under some assumptions on \( f \). However, their method cannot give an estimate of \( \lambda^* \). A similar problem,

\[
\begin{cases}
- \Delta u + u = \lambda f (u + h), & x \in \Omega, \\
u|_{\Omega} = 0, \ u > 0, \ u \in H^1_0 (\Omega),
\end{cases}
\]

(1.4)

with \( \Omega \) an exterior domain, has been discussed by J.F. Yang [Y] if \( h (x) \in C^\alpha (\Omega) \cap L^2 (\Omega) \).

D.M. Cao and H.S. Zhu [CZ] have studied problem (1.1)\( _{\mu} \) with \( \mu = 1, h \in H^{-1} (\mathbb{R}^N) \) recently. They have proved, under some conditions on \( f(x,u) \), that problem (1.1)\( _{\mu} \) possesses at least two solutions if \( \|h\|_{H^{-1}(\mathbb{R}^N)} < C_p S^{\frac{p}{2(2p-2)}} \) and no solutions if \( f (x,u) = u^p \).
(1 < p < \frac{N+2}{N-2}) and \|h\|_{H^{-1}(\mathbb{R}^N)} is large enough. There is no information about the multiple results (the existence of three solutions) and bifurcation results in their paper. On the other hand, they need the growth of the nonlinear function \( f(x,u) \) to be lower than the critical exponent.

In this paper, stimulated by [CZ, DL2] we will consider the existence of multiple solutions for problem (1.1) with \( h(x) \in L^\infty(\mathbb{R}^N) \cap H^{-1}(\mathbb{R}^N) \) and \( \mu > 0 \). More precisely, we assume \( f(x,t) \) satisfies the following basic conditions throughout this paper:

f1) \( f(x,u) \in C^1((0, \infty), \mathbb{R}^1) \) with respect to \( u; \)

f2) there exist \( C_1 > 0, C_2 \in [0, 1) \) such that \(|f(x,t)| \leq C_1 |t|^{p-1} + C_2 t \) for \( x \in \mathbb{R}^N, t \in (-\infty, \infty) \) and \( \lim_{t \to -\infty} \frac{f(x,t)}{t} = +\infty \) uniformly for \( x \in \mathbb{R}^N \) where \( 2 < p < +\infty \) and \( N \geq 2; \)

f3) there exists a constant \( \alpha \in (0, 1) \) such that \( \alpha t f'_t(x,t) \geq f(x,t) \geq 0 \) for all \( x \in \mathbb{R}^N, t \in (0, \infty). \)

and

h) \( h(x) \in L^\infty(\mathbb{R}^N) \cap H^{-1}(\mathbb{R}^N), h(x) \geq 0, h(x) \neq 0 \) in \( \mathbb{R}^N \) and \( \lim_{|x| \to \infty} h(x) = 0 \)

Our main results are as follows.

**Theorem 1.1.** If f1) - f3) and h) hold, there exists a positive constant \( \mu^* < +\infty \) such that problem (1.1)\( \mu \) has at least one minimal positive solution \( u_\mu \) if \( \mu \in (0, \mu^*) \) and there are no solutions for (1.1)\( \mu \) if \( \mu > \mu^* \) and \( u_\mu \) is increasing with respect to \( \mu \in (0, \mu^*]; \) furthermore, there is a unique solution for (1.1)\( \mu^* \) if \( p \leq \frac{2N}{N-2} \) when \( N \geq 3. \)

Defining the variational functional of (1.1)\( \mu \) by

\[
I(u) = \frac{1}{2} \int_{\mathbb{R}^N} (|\nabla u|^2 + u^2) \, dx - \int_{\mathbb{R}^N} F(x,u) \, dx - \mu \int_{\mathbb{R}^N} h(x)u \, dx,
\]

where \( F(x,u) = \int_0^u f(x,t) \, dt \), we have the next theorem.

**Theorem 1.2.** If in addition to f1), f3), and f2) with \( p < \frac{2N}{N-2} \) if \( N \geq 3 \) and h) we also have
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\( f(x, \cdot) \in C^2((0, +\infty), \partial^2 f \geq 0 \) for \( x \in \mathbb{R}^N, t \geq 0, \)

\( f_5 \lim_{t \to 0^+} t \cdot \partial^2 f = 0 \) uniformly for \( x \in \mathbb{R}^N, t \geq 0, \lim_{t \to +\infty} t^{1-q} \left| \partial^2 f \right| \leq C \) uniformly for \( x \in \mathbb{R}^N \) where \( C > 0 \) is some constant and \( 0 < q < \frac{4}{N-2}, \)

\( f_6 \lim_{|x| \to \infty} f(x, t) = \bar{f}(t) \) uniformly for bounded \( t > 0 \) and \( f(x, t) \geq \bar{f}(t) \) for all \( x \in \mathbb{R}^N, \)

then problem \((1.1)_\mu\) has at least two positive solutions \( u_\mu, U_\mu \) with \( u_\mu < U_\mu \) if \( \mu \in (0, \mu^*) \) and \( u_\mu \) is a local minimizer of \( I(u). \)

Remark 1.3. The assumption that \( p < \frac{2N}{N-2} \) if \( N \geq 3 \) in this general setting is optimal in the sense that if \( p = \frac{2N}{N-2} \) then in [DL1] Y.B. Deng and Yi Li proved that for \( f = u^{p-1} \) and \( h \) under some monotonic property the problem \((1.1)_\mu\) has only one solution (namely the minimal solution) for \( \mu \) small.

It is well known that due to the fact that the Sobolev embedding

\[ H^1(\mathbb{R}^N) \hookrightarrow L^q(\mathbb{R}^N) \quad (2 \leq q \leq \frac{2N}{N-2}) \]

is not compact, the variational functional \( I(u) \) fails to satisfy the so-called PS (Palais–Smale) condition. Such a failure causes difficulty in applying the variational approach to \((1.1)_\mu\). Furthermore, when \( \mu \not\equiv 0, 0 \) is no longer a trivial solution of \((1.1)_\mu, \) and therefore the mountain pass lemma cannot be applied directly; since the nonlinearity \( f(x, u) \) is very general, we do not even need any growth assumption on \( f(x, u) \) when we get the first solution, so the methods in [CZ] cannot be used. It should be noted that the method of getting the second solution in [DL2] depends strongly on the case \( f(x, u) = u^p, \) so the method in [DL2] is also not usable. To overcome the difficulties mentioned above, we first consider the special case. The problem

\[
\begin{aligned}
- \Delta u + u &= u^p + \mu h(x), \quad \text{in} \mathbb{R}^N, \\
u &\in H^1(\mathbb{R}^N), \quad u > 0 \quad \text{in} \mathbb{R}^N
\end{aligned}
\]

possesses at least one solution if \( \mu \in (0, \mu_1) \) for some positive constant \( \mu_1 > 0 \) by the sup-sub solution method. Then by applying the comparison principle we get the minimal
solution for problem \((1.1)_\mu\) if \(\mu \in (0, \mu^*)\). If \(\mu \in (0, \mu^*)\), we show that a minimal positive solution of \((1.1)_\mu\) is also a local minimizer of \(I(u)\) and we obtain a sequence of approximated solutions by application of the mountain pass lemma. We establish the existence of a second solution by using concentration-compactness arguments to obtain a precise understanding of the lack of compactness for the sequence of approximated solutions.

Remark 1.4. In this paper, we are only concerned with the positive solution of \((1.1)_\mu\), so we always suppose \(f(x, u) \equiv 0\) for all \(x \in \mathbb{R}^N\) and \(u < 0\).

## 2 The minimal solution for a special problem

In this section, we discuss the existence of the minimal solution of a special problem:

\[
\begin{cases}
-\Delta u + u = u^{p-1} + \nu h(x) \\
u \in L^\infty(\mathbb{R}^N), & u > 0 \text{ in } \mathbb{R}^N.
\end{cases}
\] (2.1)

by using a standard barrier method. Since \(h\) has no explicit decay property, a more careful choice of supersolution is needed here. We will use the Green’s function of \(-\Delta + 1\) on \(\mathbb{R}^N\) which was given by

\[
0 < G(|x - y|) = (|x - y|^{-\frac{N+2}{2}} K_{\frac{N+2}{2}}(|x - y|),
\] (2.2)

where

\[
K_\gamma(z) = \frac{1}{\Gamma(\gamma + \frac{1}{2})} \left(\frac{\pi}{2}\right)^{\frac{1}{2}} e^{-z} \int_0^\infty e^{-t} t^{\gamma - \frac{1}{2}} (1 + \frac{t}{2z})^{\gamma - \frac{1}{2}} dt
\]

denotes the modified Bessel function of order \(\gamma\). In the Appendix C of [GNN], Gidas, Ni and Nirenberg summarized the properties of \(K_\gamma\). In particular, \(G\) satisfies:

\[
G(r) \leq C \frac{e^{-r}}{r^{N-2}} (1 + r)^{\frac{N-2}{2}},
\] (2.3)

\[
\frac{G_r'(r)}{G(r)} \to -1 \quad \text{as} \quad r \to \infty.
\] (2.4)

For \(N = 3\)

\[
G(r) = \left(\frac{\pi}{2}\right)^{\frac{1}{2}} \left(\frac{e^{-r}}{r}\right).
\]
By some standard argument we can get the Lemma.

**Lemma 2.1.** Suppose $h \in L^\infty(\mathbb{R}^N)$. Then

$$w(x) = \int_{\mathbb{R}^N} G(|x - y|)h(y)dy$$

is a solution of the linear problem

$$-\Delta w + w = h(x) \quad \text{in} \quad \mathbb{R}^N \quad (2.5)$$

Furthermore, if $h(y) \to 0$ as $|y| \to \infty$, then $w(x) \to 0$ as $|x| \to \infty$.

**Lemma 2.2.** Assume $h$), The problem (2.1), possesses a minimal solution for all $\nu \in (0, \nu_1[$). Where

$$\nu_1 = \frac{1 - 2^{2-p}}{2 \int_{\mathbb{R}^N} G(||(1 - 2^{2-p})^\frac{1}{2} x - y||)h(y)}dy. \quad (2.6)$$

**Proof.**

Let

$$\tilde{u} = \frac{\nu}{1 - 2^{2-p}} \int_{\mathbb{R}^N} G(||(1 - 2^{2-p})^\frac{1}{2} x - y||)h(y)dy. \quad (2.7)$$

Then for $h(x) \in L^\infty(\mathbb{R}^N)$ we have, by (2.3),

$$\int_{\mathbb{R}^N} G(|x - y|)h(\frac{y}{(1 - 2^{2-p})^\frac{1}{2}})dy$$

$$\leq \int_{\{|x-y| \leq a \}} G(|x - y|)h(\frac{y}{(1 - 2^{2-p})^\frac{1}{2}})dy$$

$$+ \int_{\{|x-y| \geq a \}} G(|x - y|)h(\frac{y}{(1 - 2^{2-p})^\frac{1}{2}})dy$$

$$\leq C \int_a^\infty r dr + C \int_a^\infty \frac{r^{N-1}}{r^{\frac{N}{2}}-1} dr$$

$$\leq C_1$$

So we have

$$\tilde{u}(x) = w((1 - 2^{2-p})^\frac{1}{2} x)$$

$$= \frac{\nu}{1 - 2^{2-p}} \int_{\mathbb{R}^N} G(||(1 - 2^{2-p})^\frac{1}{2} x - y||)h(y)dy \quad (2.8)$$

if we choose

$$\nu \leq \nu_1 = \frac{1 - 2^{2-p}}{2 \int_{\mathbb{R}^N} G(||(1 - 2^{2-p})^\frac{1}{2} x - y||)h(y)}dy. \quad (2.9)$$
Now we check that \( \tilde{u} \) must be a supersolution of (2.1) if \( \nu \leq \nu_1 \). In fact, from Lemma 2.1
\[
w(x) = \frac{\nu}{\alpha^2} \int_{\mathbb{R}^N} G(|x - y|) h\left(\frac{y}{\alpha}\right) dy
\]
must be the solution of
\[
-\Delta w + w = \frac{\nu}{\alpha^2} h\left(\frac{x}{\alpha}\right) \text{ in } \mathbb{R}^N.
\]
Then \( \tilde{u} = w(\alpha x) \) must be the solution of
\[
-\Delta \tilde{u} + \alpha^2 \tilde{u} = \nu h(x) \text{ in } \mathbb{R}^N.
\]
Taking \( \alpha = (1 - 2^{2-p})^{\frac{1}{2}} \), by (2.8) we have
\[
-\Delta \tilde{u} + \tilde{u} - \tilde{u}^{p-1} - \nu h(x) \\
= \Delta \tilde{u} + \tilde{u}(1 - \tilde{u}^{p-2}) - \nu h(x) \\
\geq \Delta \tilde{u} + \tilde{u}(1 - (\frac{1}{2})^{p-2}) - \nu h(x) \\
= 0
\]
if \( \nu \leq \nu_1 \). Thus \( \tilde{u} \) is a supersolution of (2.1). 

On the other hand, \( u \sim 0 \) is clearly a subsolution of (2.1), for all \( \nu > 0 \) and \( \sim < \tilde{u} \).

By the standard barrier method (see [A] Theorem 9.4 or [GE]) there exists a solution \( u_\nu \) of (2.1) such that \( 0 \leq u_\nu \leq \tilde{u} \). Since 0 is not a solution of (2.1) and \( h(x) \geq 0 \), the maximum principle implies that \( 0 < u_\nu \leq \tilde{u} \). Again using a result of Amann (see [A] Theorem 9.4 or [GE]) we can choose a minimal solution \( u_\nu \) in the order interval \([0, \tilde{u}]\) by an iteration scheme with initial value \( u(0) = u \equiv 0 \).

In the following, we show that \( u_\nu \) is minimal among all solutions of (2.1). In fact, let \( u \) be any other solution of (2.1), then \( u^* = u \) may be considered as a supersolution of (2.1). Clearly, \( u^* = 0 \) is a subsolution of (2.1). By using the result of Amann we can obtain a minimal solution \( u^*_\nu \) in the order interval \([0, u]\) by an iteration scheme with initial value \( u(0) = u^* = 0 \). Because \( u^* = u = 0 \) we deduce that \( u^*_\nu \equiv u_\nu \). Thus
\[
0 = u \sim u_\nu \equiv u^*_\nu \leq \tilde{u}^* \equiv u.
\]

Since
\[
0 < u_\nu \leq \tilde{u} \leq \frac{1}{2}
\]
we have \( u_{\nu} \in L^\infty(\mathbb{R}^N) \).

**Remark 2.3.** From the proof of Lemma 2.2 we conclude that there exists a constant \( \bar{a} > 0 \) such that
\[
1 - (p - 1)u_{\nu}^{p-2} \geq \bar{a} \quad \text{for} \quad \nu \in (0, \nu_1).
\]

**Lemma 2.4.** The problem (2.1) has no solution if \( \nu > \nu_3 \), where \( \nu_3 \) is given by
\[
\nu_3 = \frac{\int_0^{(1+2N)^\frac{1}{2}} \phi(r)(1 + 2N - 4r^2)^{\frac{p-1}{p-2}}r^{N-1}dr}{\int_{\mathbb{R}^N} \phi hdx}.
\]

where \( \phi = e^{-r^2} \).

**Proof.** Let \( u_{\nu} \) is a positive solution of (2.1). Then
\[
-\Delta u_{\nu} + u_{\nu} = \nu h(x), \quad x \in \mathbb{R}^N, \quad N > 2
\]
\[
u \in L^\infty(\mathbb{R}^N), \quad u > 0 \quad \text{in} \quad \mathbb{R}^N,
\]
Taking \( \phi \in C^2(\mathbb{R}^N) \), \( \phi > 0 \) in \( \mathbb{R}^N \), \( \phi(x) \rightarrow 0 \) as \( |x| \rightarrow \infty \) and the decay must be fast enough at \( \infty \) so that
\[
\int_{\mathbb{R}^N} \phi \Delta u_{\nu}dx = \int_{\mathbb{R}^N} \Delta \phi u_{\nu}dx.
\]

With this fact we can deduce that
\[
\int_{\mathbb{R}^N} (\Delta \phi u_{\nu} - \phi u_{\nu} + \phi u_{\nu}^{p-1} + \nu \phi h)dx = 0
\]

So we have
\[
\nu = \frac{\int_{\mathbb{R}^N} (\phi(u_{\nu} - u_{\nu}^{p-1}) - \Delta \phi u_{\nu})dx}{\int_{\mathbb{R}^N} \phi hdx}
\]

Fix \( \phi(x) = \phi(r) = e^{-r^2} \), then
\[
\phi'(r) = -2re^{-r^2}, \quad \phi''(r) = e^{-r^2}(-2 + 4r^2).
\]

Thus
\[
\Delta \phi = \phi''(r) + \frac{N-1}{r} \phi'
\]
\[
= e^{-r^2}(-2 + 4r^2) - \frac{N-1}{r}2re^{-r^2}
\]
\[
= [4r^2 - 2N] \phi.
\]
So
\[ \nu = \frac{\int_{\mathbb{R}^N} \phi u_\nu (1 + 2N - 4r^2 - u_\nu^{-2}) \, dx}{\int_{\mathbb{R}^N} \phi h \, dx} \]
where \( r = |x| \). Set
\[ K(r, u_\nu) = 1 + 2N - 4r^2 - u_\nu^{-2} \]
we have
\[ \nu = \frac{\int_{\mathbb{R}^N} (\phi u_\nu K(r, u_\nu)) \, dx}{\int_{\mathbb{R}^N} \phi h \, dx} \]
\[ \leq \frac{\int_{K(|x|; u_\nu) > 0} (\phi u_\nu K(r, u_\nu)) \, dx}{\int_{\mathbb{R}^N} \phi h \, dx} \]
\[ \leq \frac{\int_{K(|x|; u_\nu) \leq 0} (\phi u_\nu K(r, u_\nu)) \, dx}{\int_{\mathbb{R}^N} \phi h \, dx} \]
From \( K(|x|, u_\nu) \geq 0 \) we have
\[ 0 < u_\nu \leq (1 + 2N - 4r^2)^{\frac{1}{p-2}} \text{ and } r \leq \frac{1}{2} (1 + 2N) \frac{1}{2}. \]
By the definition of \( K(r, u_\nu) \) we have
\[ \nu \leq \frac{\int_0^{\frac{1}{2} (1 + 2N) \frac{1}{2}} \phi (1 + 2N - 4r^2)^{\frac{p-1}{2}} r^{-1} \, dr}{\int_{\mathbb{R}^N} \phi h \, dx} = \nu_3 \leq \infty. \]

**Lemma 2.5.** (Lax-Milgram Lemma) (see [E]). Assume that
\[ B : \mathbb{H} \times \mathbb{H} \rightarrow \mathbb{R}^N \]
is the bilinear mapping for which that exists constants \( \alpha, \beta > 0 \) such that
(i) \[ |B[u, v]| \leq \alpha \|u\| \|v\|, \text{ for all } u, v \in \mathbb{H} \]
and
(ii) \[ \beta \|u\|^2 \leq B[u, u] \text{ for all } u \in \mathbb{H}. \]
Finally, let \( h : \mathbb{H} \rightarrow \mathbb{R} \) be a bounded linear functional on \( \mathbb{H} \). Then there exists a unique element \( u \in \mathbb{H} \), such that
\[ B[u, v] = \langle h, v \rangle, \text{ for all } v \in \mathbb{H}. \]

**Lemma 2.6.** If h) holds, then \( u_\nu(x) \in L^\infty(\mathbb{R}^N) \cap H^1(\mathbb{R}^N) \) if \( \nu \in (0, \nu_1) \).

**Proof.** Because \( u_\nu \) is a solution of \((2.1)_\nu\), then
\[ -\Delta u_\nu + u_\nu (1 - u_\nu^{-2}) - \nu h = 0. \]
Let \( a(x) = 1 - u_\nu^{p-2} \). Because \( \tilde{u} \) is a supersolution and \( u_\nu \) is a minimal solution of \((2.1)_\nu \), we have by Remark 2.3, that
\[
a(x) = 1 - u_\nu^{p-2} \geq 1 - \tilde{u}^{p-2} \geq \bar{a}
\] (2.11)
if \( \nu > 0 \) small enough. Define
\[
B[u, v] = \int_{\mathbb{R}^N} \nabla u \nabla v dx + \int_{\mathbb{R}^N} a(x) uv dx \quad u, v \in H^1(\mathbb{R}^N).
\]
Then by Holder inequality,
\[
\|B[u, v]\| \leq C\|u\|\|v\|
\]
and
\[
B[u, u] = \int_{\mathbb{R}^N} |\nabla u|^2 dx + \int_{\mathbb{R}^N} a(x) u^2 dx \\
\geq \int_{\mathbb{R}^N} |\nabla u|^2 dx + \int_{\mathbb{R}^N} \bar{a} u^2 dx \\
\geq C\|u\|^2
\]
for all \( u \in H^1(\mathbb{R}^N) \). From \( h \in H^{-1}(\mathbb{R}^N) \cap L^\infty(\mathbb{R}^N) \) and Lemma 2.5 we deduce that
\[
B[u, v] = \langle h, v \rangle \quad \text{for all } v \in H^1(\mathbb{R}^N)
\]
has a unique solution. That means that \( u \) is a weak solution of
\[
-\Delta u + a(x) u = \nu h, \quad u \in H^1(\mathbb{R}^N).
\] (2.12)
Because \( u_\nu \in L^\infty(\mathbb{R}^N) \) and \( h \in L^\infty(\mathbb{R}^N) \) we can easily deduce that \( u \) is also a classical solution of
\[
\begin{cases}
-\Delta u + a(x) u = \nu h \\
u(x) \to 0 \text{ as } |x| \to \infty
\end{cases}
\] (2.13)
On the other hand, if \( h(x) \to 0 \) as \( |x| \to \infty \), by Lemma 2.1, we can deduce \( u_\nu \) is also a solution of \((2.13)\). By the uniqueness of the solution of \((2.13)\) we have \( u \equiv u_\nu \). Thus \( u_\nu \in H^1(\mathbb{R}^N) \).

\textbf{Theorem 2.7.} Suppose \( h \) and \( p > 2 \). Then there exists a positive constant \( \nu^* < +\infty \) such that problem
\[
\begin{cases}
- \Delta u + u = u^{p-1} + \nu h(x), \\
u \in H^1(\mathbb{R}^N), \\
u > 0 \text{ in } \mathbb{R}^N,
\end{cases}
\] (2.14)
possesses a minimal solution if \( \nu \in (0, \nu^*) \) and there is no solution for problem \((2.1)_{\nu}\) if \( \nu > \nu^* \). Furthermore, if \( h(x) \to 0 \) as \(|x| \to \infty\), and \( p < \frac{2N}{N-2} \) when \( N \geq 3 \), then problem \((2.1)_{\nu}\) possesses only one solution if \( \nu = \nu^* \).

**Proof.** From Lemma 2.4 we set

\[
\nu^* = \sup \{ \nu > 0 \mid (2.14)_{\nu} \text{ possesses at least one solution in } H^1(\mathbb{R}^N) \} \tag{2.15}
\]

By Lemma 2.2 and Lemma 2.4 we have

\[
0 < \nu_1 \leq \nu^* < \nu_2 < +\infty.
\]

For any \( \nu \in (0, \nu^*) \), by the definition of \( \nu^* \) we can find a \( \bar{\nu} \in (\nu, \nu^*) \) such that \((2.14)_{\bar{\nu}}\) have a solution \( u_{\bar{\nu}} \) and

\[
-\Delta u_{\bar{\nu}} + u_{\bar{\nu}} - u_{\bar{\nu}}^{p-1} - \nu h(x) = (\bar{\nu} - \nu) h(x) \geq 0.
\]

Thus \( \tilde{u} = u_{\nu^*} \) is a supersolution of \((2.14)_{\nu}\). From \( h(x) \geq 0 \) we deduce that \( \nu \equiv 0 \) is a subsolution of \((2.14)_{\nu}\) for all \( \nu > 0 \). Again by the standard barrier method as in the proof of Lemma 2.2, we can obtain a solution \( u_{\nu} \) of \((2.14)_{\nu}\) such that \( 0 \leq u_{\nu} \leq u_{\nu^*} \). Since \( u_{\nu} \) can be derived by an iteration scheme with initial value \( u(0) = 0 \), \( u_{\nu} \) is a minimal solution of \((2.14)_{\nu}\). Since \( 0 \) is not a solution of \((2.14)_{\nu}\), \( \bar{\nu} > \nu \) and \( h(x) \geq 0 \), the maximum principle implies that

\[
0 < u_{\nu} < u_{\nu^*}. \tag{2.16}
\]

Furthermore

\[
\int_{\mathbb{R}^N} (|\nabla u_{\nu}|^2 + u_{\nu}^2) \, dx = \int_{\mathbb{R}^N} u_{\nu}^p \, dx + \nu \int_{\mathbb{R}^N} h(x) u_{\nu} \, dx
\leq \int_{\mathbb{R}^N} u_{\nu}^p \, dx + \bar{\nu} \int_{\mathbb{R}^N} h(x) u_{\nu^*} \, dx
= \int_{\mathbb{R}^N} (|\nabla u_{\nu^*}|^2 + u_{\nu^*}^2) \, dx < +\infty.
\]

Thus \( u_{\nu} \in H^1(\mathbb{R}^N) \).

By the definition of \( \nu^* \) we can conclude that \((2.14)_{\nu}\) have no solution in \( H^1(\mathbb{R}^N) \) for \( \nu > \nu^* \).

The existence and the uniqueness of \((2.14)_{\nu^*}\) can be proved in the same way as those in [DL2] if we assume that \( p \in (2, \frac{2N}{N-2}] \) if \( N \geq 3 \).

**Corollary 2.8.** Let \( h \in L^\infty(\mathbb{R}^N) \). Then there exists a constant \( \nu^* > 0 \) such that
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i) \((2.14)_{\nu}\) possesses a minimal solution for all \(\nu \in (0, \nu^*)\) and \(p > 2\) and \(u_\nu\) is increasing with respect to \(\nu\);

ii) there are no solutions of \((2.14)_{\nu}\) for \(\nu > \nu^*\).

Unfortunately, we couldn’t get the existence of the solution for \((2.14)_{\nu}\) when \(\nu = \nu^*\).

3 The existence of the minimal solution

In this section, we first consider the problem

\[
\begin{cases}
-\Delta u + u = C_1 u^{p-1} + C_2 u + \mu h(x), & x \in \mathbb{R}^N, \\
u \in H^1(\mathbb{R}^N), & u > 0 \text{ in } \mathbb{R}^N,
\end{cases}
\]

where, as before, \(C_1 > 0, C_2 \in [0,1)\) are some constants which are given by \(f_2\), \(p > 2\).

We will first prove that there exists a constant \(\mu^* > 0\) and \(\mu^* < \infty\), such that problem \((3.1)_\mu\) has a minimal solution if \(\mu \in (0, \mu^*]\) and no solution for \((3.1)_\mu\) if \(\mu > \mu^*\).

Using the theorem 2.7, we can get the following corollary.

**Corollary 3.1.** Suppose h) holds. Then there exists a positive constant \(\bar{\mu}^* < +\infty\) such that problem \((3.1)_\mu\) possesses a minimal solution if \(\mu \in (0, \bar{\mu}^*]\) and there is no solution for \((3.1)_\mu\) if \(\mu > \bar{\mu}^*\). For \(p \leq \frac{2N}{N-2}\) when \(N \geq 3\), then problem \((3.1)_\mu\) possesses only one solution if \(\mu = \mu^*\).

**Proof.** Suppose \(u(x)\) to be a solution of \((2.14)_{\nu}\). Denote \(w(x) = Mu(\alpha x)\) with positive \(M, \alpha\) be determined later. Then

\[
0 = -\Delta w + w^{p-1} - \nu h(x)
= -\frac{1}{M\alpha^2} \Delta w + \frac{1}{M} w - \frac{1}{M^{p-1}} w^{p-1} - \nu h(x).
\]

Thus \(-\Delta w + \alpha^2 w - \frac{\alpha^2}{M^{p-1}} w^{p-1} - \nu \alpha^2 M h(x) = 0\). Taking \(\alpha = (1 - C_2)^{\frac{1}{2}}, M = \left(\frac{1-C_2}{C_1}\right)^{\frac{1}{p-2}}\), we have

\[
-\Delta w + (1 - C_2) w = C_1 w^{p-1} + \nu (1 - C_2) \left(\frac{1-C_2}{C_1}\right)^{\frac{1}{p-2}} h(x).
\]
Denote $\bar{\mu}^* = \nu^* (1 - C_2) \left( \frac{1-C_2}{C_1} \right)^{\frac{1}{p-2}} > 0$. We deduce that $w(x)$ is a solution of $(3.1)_\mu$ if $0 < \mu \leq \bar{\mu}^*$. Then the conclusion follows from Theorem 2.7 and Corollary 2.8.

Now we are ready to prove the existence of the minimal solutions.

**Lemma 3.2.** Suppose $f_1), f_2)$ and $h)$. Then there exists a positive constant $\mu^* < +\infty$ such that problem $(1.1)_{\mu}$ possesses a minimal solution for $\mu \in (0, \mu^*)$.

**Proof.** From Corollary 2.1, problem $(3.1)_{\mu}$ has a minimal solution $\tilde{u}_{\mu}$ if $\mu \in (0, \bar{\mu}^*)$. By $f_2)$ $\tilde{u}_{\mu}$ must be a supersolution of $(1.1)_{\mu}$. On the other hand, $u = 0$ is a subsolution of $(1.1)_{\mu}$. Thus by the standard barrier method, $(1.1)_{\mu}$ has a solution $u_{\mu}$ such that $0 \leq u_{\mu} \leq \tilde{u}_{\mu}$. (See [GE].) Since $h(x) \geq 0$ and $h(x) \not\equiv 0$ we conclude that $u_{\mu} > 0$ in $\mathbb{R}^N$ by the maximum principle. Set

$$
\mu^* = \sup \{ \mu > 0 \mid (1.1)_{\mu} \text{ possesses at least one solution} \}.
$$

(3.2)

We have $\mu^* \geq \bar{\mu}^* > 0$. For any $\mu \in (0, \mu^*)$, by (3.2) we can find a $\bar{\mu} \in (\mu, \mu^*)$ such that $(1.1)_{\bar{\mu}}$ has a solution $u_{\bar{\mu}}$ and

$$
-\Delta u_{\bar{\mu}} + u_{\bar{\mu}} - f(x, u_{\bar{\mu}}) - \mu h(x) = (\bar{\mu} - \mu) h(x) \geq 0.
$$

Thus $\tilde{u} = u_{\bar{\mu}}$ is a supersolution of $(1.1)_{\mu}$. From $h(x) \geq 0$, $h(x) \not\equiv 0$ and $f(x, 0) \equiv 0$ we deduce $u \equiv 0$ is a subsolution of $(1.1)_{\mu}$ for all $\mu > 0$. Again by the standard barrier method as in the proof of Lemma 2.2, we can obtain a solution $u_{\mu}$ of $(1.1)_{\mu}$ such that $0 \leq u_{\mu} \leq u_{\bar{\mu}}$. Since $u_{\mu}$ can be derived by an iteration scheme with initial value $u(0) = 0$, $u_{\mu}$ is a minimal solution of $(1.1)_{\mu}$, $\bar{\mu} > \mu$, and $h(x) \geq 0$, $h(x) \not\equiv 0$, the maximum principle implies that

$$
0 < u_{\mu} < u_{\bar{\mu}} \quad \text{if } \bar{\mu} > \mu.
$$

(3.3)

Furthermore,

$$
\int_{\mathbb{R}^N} |\nabla u_{\mu}|^2 + u_{\mu}^2 \, dx = \int_{\mathbb{R}^N} f(x, u_{\mu}) u_{\mu} \, dx + \mu \int_{\mathbb{R}^N} h(x) u_{\mu} \, dx
$$

$$
\leq \int_{\mathbb{R}^N} f(x, u_{\bar{\mu}}) u_{\bar{\mu}} \, dx + \bar{\mu} \int_{\mathbb{R}^N} h(x) u_{\bar{\mu}} \, dx
$$

$$
= \int_{\mathbb{R}^N} |\nabla u_{\bar{\mu}}|^2 + |u_{\bar{\mu}}|^2 \, dx < +\infty.
$$

\square
Lemma 3.3. If \( f_1 \)–\( f_5 \) hold with \( p < \frac{2N}{N-2} \) if \( N \geq 3 \), then the minimization problem

\[
\lambda_1 = \inf \left\{ \int_{\mathbb{R}^N} |\nabla v|^2 + (1 - f_u'(x, 0)) v^2 \mid v \in H^1(\mathbb{R}^N), \int_{\mathbb{R}^N} (f_u'(x, u_\mu) - f_u'(x, 0)) v^2 \, dx = 1 \right\}
\] (3.4)

can be achieved by some \( v_0 > 0 \), and furthermore, \( \lambda_1 > 1 \), where \( u_\mu \) is the minimal solution of (1.1)\( \mu \) with \( \mu \in (0, \mu^*) \).

Proof. Notice that \( f_u'(x, 0) \leq C_2 \in [0, 1] \), \( \int_{\mathbb{R}^N} |\nabla v|^2 + (1 - f_u'(x, 0)) v^2 \geq (1 - C_2) \|v\|^2_{H^1(\mathbb{R}^N)} \).

It is easy to see that \( \lambda_1 < +\infty \). Let \( \{v_n\} \subset H^1(\mathbb{R}^N) \) be a minimizing sequence of \( \lambda_1 \), that is,

\[
\int_{\mathbb{R}^N} (f_u'(x, u_\mu) - f_u'(x, 0)) v_n^2 = 1, \quad \int_{\mathbb{R}^N} |\nabla v_n|^2 + (1 - f_u'(x, 0)) v_n^2 \to \lambda_1
\]

and \( \{v_n\} \) is bounded in \( H^1(\mathbb{R}^N) \). Without loss of generality (at least by choosing a subsequence) we can assume, for some \( v_0 \in H^1(\mathbb{R}^N) \), that

\[
v_n \to v_0 \quad \text{weakly in } H^1(\mathbb{R}^N) \quad \text{as } n \to \infty,
\]

\[
v_n \to v_0 \quad \text{a.e. in } \mathbb{R}^N \quad \text{as } n \to \infty.
\]

Hence

\[
\int_{\mathbb{R}^N} |\nabla v_0|^2 + (1 - f_u'(x, 0)) v_0^2 \leq \lim_{n \to \infty} \int_{\mathbb{R}^N} |\nabla v_n|^2 + (1 - f_u'(x, 0)) v_n^2 \, dx = \lambda_1. \quad (3.5)
\]

To prove that \( v_0 \) achieves \( \lambda_1 \), it suffices to show that

\[
\int_{\mathbb{R}^N} (f_u'(x, u_\mu) - f_u'(x, 0)) v_0^2 = 1. \quad (3.6)
\]

For this purpose, we need some estimates of \( f(x, t) \). By \( f_5 \), for any \( \varepsilon > 0 \) we can find \( C_\varepsilon > 0 \) such that

\[
\begin{align*}
&f''_u(x, t) \leq \varepsilon t^{-1} + C_\varepsilon t^{q-1} & \text{for } x \in \mathbb{R}^N, \ t > 0, \\
&f'_u(x, t) \leq \varepsilon \ln t + \frac{C_\varepsilon}{q} t^q & \text{for } x \in \mathbb{R}^N, \ t > 0,
\end{align*}
\] (3.7)

where \( 0 < q < \frac{4}{N-2} \). Consequently, there is a constant \( C > 0 \) such that

\[
f'_u(x, t) \leq Ct^q \quad \text{for } x \in \mathbb{R}^N, \ t > 1. \quad (3.8)
\]
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From (3.7) and (3.8) we deduce that for any \( \varepsilon > 0 \), there exists \( C_\varepsilon > 0 \) such that

\[
|f'_u(x,t) - f'_u(x,0)| < \varepsilon + C_\varepsilon t^q \quad \text{for all } x \in \mathbb{R}^N, \ t > 0
\]  

(3.9)

For any fixed \( R > 0 \), let \( B_R = \{ x \in \mathbb{R}^N \mid |x| < R \} \). We have

\[
\int_{\mathbb{R}^N} |f'_u(x,u_\mu) - f'_u(x,0)| (v_n - v_0)^2 \, dx
\]

\[
\leq \int_{B_R} |f'_u(x,u_\mu) - f'_u(x,0)| |v_n - v_0|^2 \, dx
\]

\[
+ \int_{\mathbb{R}^N \setminus B_R} |f'_u(x,u_\mu) - f'_u(x,0)| |v_n - v_0|^2 \, dx
\]

\[
\leq \int_{B_R} (\varepsilon + C_\varepsilon u_\mu^q) |v_n - v_0|^2 \, dx + \int_{\mathbb{R}^N \setminus B_R} (\varepsilon + C_\varepsilon u_\mu^q) |v_n - v_0|^2 \, dx
\]

\[
\leq \varepsilon \int_{\mathbb{R}^N} |v_n - v_0|^2 \, dx + C_\varepsilon \left[ \left( \int_{B_R} u_\mu^{q+2} \right)^{\frac{2}{q+2}} \left( \int_{B_R} |v_n - v_0|^{q+2} \right)^{\frac{2}{q+2}} \right]
\]

\[
+ C_\varepsilon \left[ \left( \int_{\mathbb{R}^N \setminus B_R} u_\mu^{q+2} \right)^{\frac{2}{q+2}} \left( \int_{\mathbb{R}^N \setminus B_R} |v_n - v_0|^{q+2} \, dx \right)^{\frac{2}{q+2}} \right].
\]

Since \( v_n \to v_0 \) strongly in \( L^s(B_R) \) for \( 2 \leq s < \frac{2N}{N-2} \), \( \{v_n\} \) is a bounded sequence in \( H^1(\mathbb{R}^N) \). Taking \( n \to \infty \), then \( R \to \infty \) and finally \( \varepsilon \to 0^+ \) we deduce (3.6). Therefore, \( v_0 \) achieves \( \lambda_1 \). Clearly \( |v_0| \) also achieves \( \lambda_1 \). Hence we may assume \( v_0 \geq 0 \) in \( \mathbb{R}^N \) and \( v_0 \) satisfies

\[
- \triangle v_0 + (1 - f'_u(x,0)) v_0 = \lambda_1 (f'_u(x,u_\mu) - f'_u(x,0)) v_0.
\]

(3.11)

Once again, by the maximum principle for weak solutions we deduce that \( v_0 > 0 \) in \( \mathbb{R}^N \).

We will now prove that \( \lambda_1 > 1 \). By the definition of \( u_\mu \) we obtain for any \( \mu_1 < \mu_2 \)

\[
- \triangle (u_{\mu_2} - u_{\mu_1}) + (u_{\mu_2} - u_{\mu_1}) = f(x,u_{\mu_2}) - f(x,u_{\mu_1}) + (\mu_2 - \mu_1) h(x)
\]

\[
\geq f'_u(x,u_{\mu_1}) (u_{\mu_2} - u_{\mu_1}) + (\mu_2 - \mu_1) h(x)
\]

(3.12)

Multiplying (3.12) by \( v_0 \) and integrating it over \( \mathbb{R}^N \), we get

\[
\int_{\mathbb{R}^N} \nabla (u_{\mu_2} - u_{\mu_1}) \nabla v_0 + (u_{\mu_2} - u_{\mu_1}) v_0 \, dx \geq \int_{\mathbb{R}^N} f'_u(x,u_{\mu_1}) (u_{\mu_2} - u_{\mu_1})
\]

(3.13)
By (3.11) we have
\[ \int_{\mathbb{R}^N} \nabla (u_{\mu_2} - u_{\mu_1}) \nabla v_0 + (u_{\mu_2} - u_{\mu_1}) v_0 = \lambda_1 \int_{\mathbb{R}^N} (f'_u(x, u_{\mu_2}) - f'_u(x, 0))(u_{\mu_2} - u_{\mu_1}) v_0 + \int_{\mathbb{R}^N} f'_u(x, 0)(u_{\mu_2} - u_{\mu_1}) v_0. \] (3.14)

By (3.13) and (3.14) we deduce that
\[ \lambda_1 \int_{\mathbb{R}^N} (f'_u(x, u_{\mu_2}) - f'_u(x, 0))(u_{\mu_2} - u_{\mu_1}) v_0 > \int_{\mathbb{R}^N} (f'_u(x, u_{\mu_2}) - f'_u(x, 0))(u_{\mu_2} - u_{\mu_1}) v_0, \]
which implies that \( \lambda_1 > 1 \).

By the fact that \( \lambda_1 > 1 \) we have
\[ \int_{\mathbb{R}^N} |\nabla v|^2 + (1 - f'_u(x, 0))v^2 dx \geq \lambda_1 \int_{\mathbb{R}^N} [f'_u(x, u_{\mu}) - f'_u(x, 0)]v^2 dx \]
for all \( v \in H^1(\mathbb{R}^N) \).

**Lemma 3.4.** The problem \( (1.1)_\mu \) has no solution if \( \mu > \mu_2 \), where \( \mu_2 \) is some positive constant.

**Proof.** Let \( u \) be a positive solution of \( (1.1)_\mu \) and
\[ w_\varepsilon = (N(N-2)\varepsilon)^{\frac{N-2}{4}} \left( \frac{1}{\varepsilon + |x|^2} \right)^{\frac{N-2}{2}}. \]

Then for any \( \varepsilon > 0 \)
\[ -\Delta w_\varepsilon^{2^*} + \varepsilon w_\varepsilon^{2^*} = f(x,u)w_\varepsilon^{2^*} = f(x,u)w_\varepsilon^{2^*} + \mu h(x)w_\varepsilon^{2^*}. \] (3.16)
From \( f_2 \) we may conclude that for any \( M > 0 \) there exists a constant \( C > 0 \) such that
\[ f(x,u) \geq Mu - C \quad \text{for all } u > 0 \text{ and } x \in \mathbb{R}^N. \] (3.17)
It follows from (3.16), (3.17) that
\[ -\int_{\mathbb{R}^N} \Delta w_\varepsilon^{2^*} dx + \int_{\mathbb{R}^N} \varepsilon w_\varepsilon^{2^*} dx \geq \int_{\mathbb{R}^N} ((Mu - C)w_\varepsilon^{2^*} + \mu h(x)w_\varepsilon^{2^*}) dx. \] (3.18)
Next we claim that

\[ \int_{\mathbb{R}^N} \triangle u w^2_\varepsilon \, dx = \int_{\mathbb{R}^N} u \triangle w^2_\varepsilon \, dx. \quad (3.19) \]

In fact, for any \( R > 0 \), letting \( B(R) \) be a ball of radius \( R \), we have

\[
\int_{B(R)} \triangle u w^2_\varepsilon \, dx - \int_{B(R)} u \triangle w^2_\varepsilon \, dx \\
= \int_{\partial B(R)} \left( \frac{\partial u}{\partial n} w^2_\varepsilon - \frac{\partial w^2_\varepsilon}{\partial n} u \right) \, dS \\
\leq w^2_\varepsilon (R) \int_{\partial B(R)} |\nabla u| \, dS + |\nabla w^2_\varepsilon| (R) \int_{\partial B(R)} |u| \, dS \\
= O (R^{-2N}) \int_{\partial B(R)} (|\nabla u| + u) \, dS \\
\leq O (R^{-2N}) R^{\frac{N-1}{N}} \left[ \left( \int_{\partial B(R)} |\nabla u|^2 \, dS \right)^{\frac{1}{2}} + \left( \int_{\partial B(R)} u^2 \, dS \right)^{\frac{1}{2}} \right] \\
= O (R^{-\frac{N+1}{N}}) \left[ \left( \int_{\partial B(R)} |\nabla u|^2 \, dS \right)^{\frac{1}{2}} + \left( \int_{\partial B(R)} u^2 \, dS \right)^{\frac{1}{2}} \right].
\]

Then from the fact that \( u \in H^1 (\mathbb{R}^N) \) we see that the right-hand side approaches 0 on a sequence of radii \( R_i \to \infty \).

From (3.18), (3.19) we get

\[
\mu \int_{\mathbb{R}^N} h (x) w^2_\varepsilon \, dx \\
\leq - \int_{\mathbb{R}^N} u \triangle w^2_\varepsilon \, dx - M \int_{\mathbb{R}^N} w^2_\varepsilon u \, dx + C \int_{\mathbb{R}^N} w^2_\varepsilon \, dx + \int_{\mathbb{R}^N} w^2_\varepsilon u \, dx \\
= C \int_{\mathbb{R}^N} w^2_\varepsilon \, dx + \int_{\mathbb{R}^N} \left( 1 - M - \frac{\triangle w^2_\varepsilon}{w^2_\varepsilon} \right) w^2_\varepsilon u \, dx.
\]

From the definition of \( w_\varepsilon \) we get

\[
\frac{\triangle w^2_\varepsilon}{w^2_\varepsilon} = \frac{\triangle (\varepsilon + |x|^2)^{-N}}{(\varepsilon + |x|^2)^{-N}} = 2N (N + 2) (\varepsilon + |x|^2)^{-2} \left( |x|^2 - \frac{N}{N + 2} \varepsilon \right) \\
\geq 2N (N + 2) (\varepsilon + 0^2)^{-2} \left( 0^2 - \frac{N}{N + 2} \varepsilon \right) = -2N^2 \varepsilon^{-1}.
\]

So (3.20) becomes

\[
\mu \int_{\mathbb{R}^N} h (x) w^2_\varepsilon \, dx \leq C \int_{\mathbb{R}^N} w^2_\varepsilon \, dx + (2N^2 \varepsilon^{-1} + 1 - M) \int_{\mathbb{R}^N} w^2_\varepsilon u \, dx.
\]
If we choose $M = 2N^2\varepsilon^{-1} + 1$, then by using the fact that
\[
\int_{\mathbb{R}^N} |\nabla w_\varepsilon|^2 \, dx = \int_{\mathbb{R}^N} \frac{2^N}{w_\varepsilon} \, dx = S_N^2
\]
we have
\[
\mu \leq \inf_{\varepsilon > 0} \left\{ \frac{C\varepsilon \int_{\mathbb{R}^N} w_\varepsilon^{2^*} \, dx}{\int_{\mathbb{R}^N} h(x) w_\varepsilon^{2^*} \, dx} \right\} = \inf_{\varepsilon > 0} \left\{ \frac{C\varepsilon S_N^2}{\int_{\mathbb{R}^N} h(x) w_\varepsilon^{2^*} \, dx} \right\} = \mu_2.
\]

If $f(x, u) = u^{p-1}$ we give the expression of $C_\varepsilon$. From (3.17), the constant $C$ must satisfy
\[
C \geq Mu - u^{2^*-1}. \tag{3.21}
\]
Letting $h(u) = Mu - f(x, u)$ for $p = 2^* - 1$, it is easy to verify that $u = \left( \frac{M}{p-1} \right)^{\frac{1}{p-2}}$ is the unique critical point which is a maximum of $h(u)$. From $h(0) = 0$ and $h(u) \to -\infty$ as $u \to +\infty$ we have
\[
\sup_{u \geq 0} h(u) = h\left( \left( \frac{M}{p-1} \right)^{\frac{1}{p-2}} \right).
\]
So we can take
\[
C = C_\varepsilon = \sup_{u \geq 0} h(u)
= (p-2) \left( \frac{M}{p-1} \right)^{\frac{p-1}{p-2}}
= \frac{4}{N-2} \left( \frac{2N^2\varepsilon^{-1} + 1}{N+2} \right)^{\frac{N+2}{N-2}};
\]
then $C$ satisfies (3.21).

From Lemma 3.2 and Lemma 3.4 we have

**Corollary 3.5.** Suppose $f_1), f_2$) and $h$) Then $\mu^*$ is bounded and there is no solution for problem (1.1)$_{\mu}$ if $\mu > \mu^*$, where $\mu^*$ is given by (3.2).

**Proof of Theorem 1.1.** From Lemma 3.2 and Corollary 3.5 we only need to prove that problem (1.1)$_{\mu^*}$ possesses a unique solution.
Now we prove that (1.1)$_{\mu}$ has a unique solution if $\mu = \mu^*$. Hence for the rest of this section we will assume that $p \in (2, \frac{2N}{N-2}]$. We shall use Lemma 3.6–3.7. The proofs of Lemma 3.6 and Lemma 3.7 will be given later. From Lemma 3.3 we have

$$\int_{\mathbb{R}^N} (|\nabla u_{\mu}|^2 + u_{\mu}^2) \, dx - \int_{\mathbb{R}^N} f'(x, u_{\mu}) u_{\mu} \, dx > 0,$$

and also we have

$$\int_{\mathbb{R}^N} (|\nabla u_{\mu}|^2 + u_{\mu}^2) \, dx - \int_{\mathbb{R}^N} f(x, u_{\mu}) u_{\mu} \, dx - \mu \int_{\mathbb{R}^N} h(x) u_{\mu} \, dx = 0.$$

By using $f_3$ we have

$$\int_{\mathbb{R}^N} (|\nabla u_{\mu}|^2 + u_{\mu}^2) \, dx = \int_{\mathbb{R}^N} f(x, u_{\mu}) u_{\mu} \, dx + \mu \int_{\mathbb{R}^N} h(x) u_{\mu} \, dx
\leq \alpha \int_{\mathbb{R}^N} f'(x, u_{\mu}) u_{\mu}^2 \, dx - \mu \int_{\mathbb{R}^N} h(x) u_{\mu} \, dx$$

$$+ \left( \frac{1}{\alpha} + \frac{\delta \mu^*}{2} \right) \|u_{\mu}\|^2 + \frac{\mu^*}{2\delta} \|h\|_{H^{-1}}^2$$

for any $\delta > 0$. Since $\alpha > 1$ we can obtain that

$$\|u_{\mu}\|_{H^1(\mathbb{R}^N)} \leq C < +\infty$$

for all $\mu \in (0, \mu^*)$ by taking $\delta$ small enough. Since because of (3.3) the solution $u_{\mu}$ is monotone increasing with respect to $\mu$, we may suppose that

$$u_{\mu} \rightarrow u_{\mu^*} \text{ weakly in } H^1(\mathbb{R}^N) \text{ as } \mu \rightarrow \mu^*,$$

and hence $u_{\mu^*}$ is a solution of (1.1)$_{\mu^*}$ if $p \in (2, \frac{2N}{N-2}]$. The uniqueness of $u_{\mu^*}$ is obtained by Lemma 3.7.

**Lemma 3.6.** Suppose $f_1$, $f_2$ with $p \leq \frac{2N}{N-2}$ if $N \geq 3$. Assume that $u_{\mu}$ is a solution of (1.1)$_{\mu}$ for which $\lambda_1 > 1$. Then for any $g(x) \in H^{-1}(\mathbb{R}^N)$, the problem

$$-\Delta w + w = f'(x, u_{\mu}) w + g(x) \quad w \in H^1(\mathbb{R}^N) \quad (3.22)_{\mu}$$

has a solution (here we suppose $u_0 \equiv 0$), where $\lambda_1$ is the first eigenvalue given by (3.4).
Proof. Consider the functional 
\[ \Phi(w) = \frac{1}{2} \int_{\mathbb{R}^N} (|\nabla w|^2 + w^2) \, dx - \frac{1}{2} \int_{\mathbb{R}^N} f_u' (x, u_{\mu}) w^2 \, dx - \int g(x) w \, dx, \]
\[ w \in H^1 (\mathbb{R}^N). \] From (3.15), Holder’s inequality and Young’s inequality we have
\[ \Phi(w) \geq \frac{1}{2} \int_{\mathbb{R}^N} (|\nabla w|^2 + (1 - f_u' (x, 0)) w^2) \, dx \]
\[ - \frac{1}{2} \int_{\mathbb{R}^N} (f_u' (x, u_{\mu}) - f_u' (x, 0)) w^2 \, dx - \int g(x) w \, dx \]
\[ \geq \left( \frac{1}{2} - \frac{1}{2\lambda_1} \right) \int_{\mathbb{R}^N} |\nabla w|^2 + (1 - f_u' (x, 0)) w^2 \, dx - \int g(x) w \, dx \]
\[ \geq \left( \frac{1}{2} - \frac{1}{2\lambda_1} \right) \int_{\mathbb{R}^N} |\nabla w|^2 + (1 - f_u' (x, 0)) w^2 \, dx - \frac{\varepsilon}{2} \|w\|_{H^1}^2 - \frac{C_\varepsilon}{2} \|g\|_{H^{-1}}^2. \]

By \( f_2 \) we have \( f_u' (x, 0) = \lim_{t \to \infty} \frac{|f(x, t)|}{t} \leq \lim_{t \to 0} C_1 t^{-2} + C_2 = C_2 \) for all \( x \in \mathbb{R}^N \) and \( 1 - f_u' (x, 0) \geq 1 - C_2 > 0 \) (because \( C_2 \in (0, 1) \)). Thus
\[ \Phi(w) \] 
\[ \geq \left( \frac{1}{2} - \frac{1}{2\lambda_1} \right) \int_{\mathbb{R}^N} |\nabla w|^2 + (1 - C_2) w^2 \, dx - \frac{\varepsilon}{2} \|w\|_{H^1}^2 - \frac{C_\varepsilon}{2} \|g\|_{H^{-1}}^2 \]
\[ \geq \left[ \frac{1}{2} \left( 1 - \frac{1}{\lambda_1} \right) (1 - C_2) - \frac{\varepsilon}{2} \right] \|w\|_{H^1}^2 - \frac{C_\varepsilon}{2} \|g\|_{H^{-1}}^2 \]
\[ \geq C \|g\|_{H^{-1}}^2 \]
if we choose \( \varepsilon \) small.

Let \( \{w_n\} \subset H^1 (\mathbb{R}^N) \) be the minimizing sequence of the variational problem
\[ d = \inf \{ \Phi(w) \mid w \in H^1 (\mathbb{R}^N) \}. \]

From (3.23) we have
\[ \left[ \frac{1}{2} \left( 1 - \frac{1}{\lambda_1} \right) (1 - C_2) - \frac{\varepsilon}{2} \right] \|w_n\|_{H^1}^2 \leq \Phi(w_n) + \frac{C_\varepsilon}{2} \|g\|_{H^{-1}}^2 \]
\[ \leq d + \frac{C_\varepsilon}{2} \|g\|_{H^{-1}}^2 + o(1) \quad \text{as } n \to \infty. \]

By \( \lambda_1 > 1 \) and \( C_2 \in (0, 1) \) we deduce that \( \{w_n\} \) is bounded in \( H^1 (\mathbb{R}^N) \) if we choose \( \varepsilon \) small. So we may suppose that
\[ w_n \to w \quad \text{weakly in } H^1 (\mathbb{R}^N) \quad \text{as } n \to \infty, \]
\[ w_n \to w \quad \text{a.e. in } \mathbb{R}^N \quad \text{as } n \to \infty. \]
By Fatou’s lemma

\[ \|w\|_{H^1(\mathbb{R}^N)}^2 \leq \lim_{n \to \infty} \|w_n\|_{H^1(\mathbb{R}^N)}^2. \]

We now prove that

\[ \int_{\mathbb{R}^N} (f'_u(x, u) - f'_u(x, 0)) (w_n - w)^2 \, dx \to 0 \quad \text{as } n \to \infty. \quad (3.24) \]

In fact, by (3.9), for any \(\varepsilon > 0, R > 0\), we have

\[
\int_{\mathbb{R}^N} (f'_u(x, u) - f'_u(x, 0)) (w_n - w)^2 \, dx \\
\leq \int_{B_R(0)} (f'_u(x, u) - f'_u(x, 0)) (w_n - w)^2 \, dx \\
+ \int_{\mathbb{R}^N \setminus B(0)} (f'_u(x, u) - f'_u(x, 0)) (w_n - w)^2 \, dx \\
\leq \int_{B_R(0)} (\varepsilon + C_\varepsilon u^q(x, u)) (w_n - w)^2 \, dx \\
+ \int_{\mathbb{R}^N \setminus B_R} (\varepsilon + C_\varepsilon u^q(x, u)) (w_n - w)^2 \, dx \\
\leq \varepsilon \int_{\mathbb{R}^N} |w_n + w|^2 \, dx + C_\varepsilon \left[ \left( \int_{B_R} u_{\varepsilon}^{q+2} \right)^{\frac{q+2}{q+2}} \left( \int_{B_R} |w_n + w|^{q+2} \right)^{\frac{q+2}{q+2}} \right] \\
+ C_\varepsilon \left[ \left( \int_{\mathbb{R}^N \setminus B_R} u_{\varepsilon}^{q+2} \right)^{\frac{q+2}{q+2}} \left( \int_{B_R} |v_n + v_0|^{q+2} \right)^{\frac{q+2}{q+2}} \right].
\]

Since \(w_n \to w\) strongly in \(L^s(B_R)\) for \(2 \leq s < \frac{2N}{N-2}\), and \(|\{w_n\}|\) is a bounded sequence in \(H^1(\mathbb{R}^N)\), taking \(n \to \infty\), then \(R \to \infty\), and finally \(\varepsilon \to 0^+\), we deduce our claim.

From (3.24) and the definition of weak convergence we can easily deduce that

\[
\int_{\mathbb{R}^N} (f'_u(x, u) - f'_u(x, 0)) w_n^2 \, dx \to \int_{\mathbb{R}^N} (f'_u(x, u) - f'_u(x, 0)) w^2 \, dx
\]

and

\[
\int gw_n \to \int gw
\]

as \(n \to \infty\). Thus

\[
\Phi(w) = \frac{1}{2} \int |\nabla w|^2 + w^2 \, dx - \frac{1}{2} \int f'_u(x, u) w^2 \, dx - \int g(x) w \, dx
\]

\[
\leq \frac{1}{2} \lim_{n \to \infty} \int |\nabla w|^2 + w^2 \, dx - \frac{1}{2} \lim_{n \to \infty} \int f'_u(x, u) w_n^2 \, dx \\
- \lim_{n \to \infty} \int g(x) w_n \, dx
\]

\[
= \lim_{n \to \infty} \Phi(w_n) = d = \inf_{w \in H^1} \Phi(w),
\]
and hence
\[ \Phi(w) = d, \]
which gives that \( w \) is a solution of \((3.22)_\mu\). \qed

**Lemma 3.7.** Let \( p \in \left(2, \frac{2N}{N-2}\right) \) and let \( u_{\mu^*} \) be a solution of \((1.1)_{\mu^*}\). Then problem \((1.1)_{\mu^*}\) has its first eigenvalue \( \lambda_1(\mu^*) = 1 \). Moreover, the solution \( u_{\mu^*} \) is unique.

**Proof.** Define
\[ F: \mathbb{R} \times H^1(\mathbb{R}^N) \longrightarrow H^{-1}(\mathbb{R}^N) \]
by
\[ F(\mu, u) = \Delta u - u + f(x, u^+) + \mu h(x). \]
Since \( \lambda_1(\mu) > 1 \) for \( \mu \in (0, \mu^*) \) at \( u_{\mu} \), it follows that \( \lambda_1(\mu^*) \geq 1 \). If \( \lambda_1(\mu^*) > 1 \), the equation \( F_u(\mu^*, u_{\mu^*}) \phi = 0 \) has no nontrivial solution. From Lemma 3.6, \( F \) maps \( \mathbb{R} \times H^1(\mathbb{R}^N) \) onto \( H^{-1}(\mathbb{R}^N) \). Applying the implicit function theorem to \( F \) we can find a neighborhood \((\mu^* - \delta, \mu^* + \delta)\) of \( \mu^* \) such that \((1.1)_{\mu} \) possesses a solution \( u_{\mu} \) if \( \mu \in (\mu^* - \delta, \mu^* + \delta) \). This is contradictory to the definition of \( \mu^* \).

Next, we prove that \( u_{\mu^*} \) is unique. In fact, if problem \((1.1)_{\mu} \) has another solution, \( U_{\mu^*} \geq u_{\mu^*} \). Set \( w = U_{\mu^*} - u_{\mu^*} \). Then we have
\[ -\Delta w + w = f(x, w + u_{\mu^*}) - f(x, u_{\mu^*}), \quad w > 0 \text{ in } \mathbb{R}^N. \tag{3.25} \]
By \( \lambda_1(\mu^*) = 1 \) it follows that the problem
\[ -\Delta \phi + \phi = f_u'(x, u_{\mu^*}) \phi, \quad \phi \in H^1(\mathbb{R}^N) \tag{3.26} \]
possesses a positive solution \( \phi_1 \).

Multiplying (3.25) by \( \phi_1 \) and (3.26) by \( w \), integrating, and subtracting, we deduce that
\[
0 = \int_{\mathbb{R}^N} [f(x, w + u_{\mu^*}) - f(x, u_{\mu^*}) - f_u'(x, u_{\mu^*}) w] \phi_1 \, dx \\
= \frac{1}{2} \int_{\mathbb{R}^N} f_u''(x, \xi_{\mu}) w^2 \phi_1 \, dx,
\]
where \( \xi \in (u_{\mu^*}, u_{\mu^*} + w) \). By the assumption \( f_4 \) we get that \( w \equiv 0 \). \qed
4 The existence of the second solution

In this section we will prove that problem \((1.1)_{\mu}\) possesses a second positive solution \(U_{\mu} > u_{\mu}\). First we will use Lemma 3.4 to prove that the minimal solution \(u_{\mu}\) is also a local minimizer of \(I(u)\) for \(\mu \in (0, \mu^*)\).

**Lemma 4.1.** If \(f_3, f_4\) hold and \(\mu \in (0, \mu^*)\), \(p \in \left(2, \frac{2N}{N-2}\right)\) if \(N \geq 3\), then \(u_{\mu}\) is a local minimizer of \(I\), that is, there exists an \(\varepsilon_0 > 0\) such that

\[
I(u_{\mu} + v) > I(u_{\mu}) \quad \text{for all } v \in H^1(\mathbb{R}^N), \|v\| \leq \varepsilon_0.
\] (4.1)

In particular, we can find a suitable \(\eta > 0\) such that

\[
I(u_{\mu} + v) > I(u_{\mu}) + \eta \quad \text{for } \|v\| = \varepsilon_0.
\] (4.2)

**Proof.** For every \(v \in H^1(\mathbb{R}^N)\), we have, using the fact that \(u_{\mu}\) is a solution of \((1.1)_{\mu}\),

\[
I(u_{\mu} + v) = \frac{1}{2} \|u_{\mu}\|^2 + \frac{1}{2} \|v\|^2 + \int_{\mathbb{R}^N} \nabla u_{\mu} \nabla v + u_{\mu} v\ dx
\]

\[= I(u_{\mu}) + \frac{1}{2} \|v\|^2 - \int_{\mathbb{R}^N} (F(x, u_{\mu} + v) - F(x, u_{\mu}) - f(x, u_{\mu}) v)\ dx
\]

\[= I(u_{\mu}) + \frac{1}{2} \int_{\mathbb{R}^N} |\nabla v|^2 + (1 - f_u'(x, 0)) v^2 dx
\]

\[= I(u_{\mu}) + \frac{1}{2} \left(1 - \frac{1}{\lambda_1}\right) \int_{\mathbb{R}^N} |\nabla v|^2 + (1 - f_u'(x, 0)) v^2 dx
\]

\[+ \frac{1}{2\lambda_1} \int_{\mathbb{R}^N} |\nabla v|^2 + (1 - f_u'(x, 0)) v^2 dx
\]

\[- \int_{\mathbb{R}^N} \left(F(x, u_{\mu} + v) - F(x, u_{\mu}) - f(x, u_{\mu}) v - \frac{1}{2} f_u'(x, 0) v^2\right) dx,
\]

where \(\lambda_1 > 1\) is given by Lemma 3.3. From \(f_2\) and Lemma 3.3 we can deduce \(1 - f_u'(x, 0) \geq 1 - C_2 > 0\) and

\[
\frac{1}{\lambda_1} \int_{\mathbb{R}^N} |\nabla v|^2 + (1 - f_u'(x, 0)) v^2 dx \geq \int_{\mathbb{R}^N} (f_u'(x, u_{\mu}) - f_u'(x, 0)) v^2 dx.
\]
Thus

\[
I (u_\mu + v) \geq I (u_\mu) + \frac{\lambda_1 - 1}{2\lambda_1} (1 - C_2) \|v\|^2 + \frac{1}{2} \int_{\mathbb{R}^N} \left( f'_u (x, u_\mu) - f'_u (x, 0) \right) v^2 \, dx
- \int_{\mathbb{R}^N} \left( F (x, u_\mu + v) - F (x, u_\mu) - f (x, u_\mu) v - \frac{1}{2} f'_u (x, u_\mu) v^2 \right) \, dx
= I (u_\mu) + \frac{\lambda_1 - 1}{2\lambda_1} (1 - C_2) \|v\|^2
- \int_{\mathbb{R}^N} \left( F (x, u_\mu + v) - F (x, u_\mu) - f (x, u_\mu) v - \frac{1}{2} f'_u (x, u_\mu) v^2 \right) \, dx
\]

Noticing that \( f''_u (x, t) \geq 0 \) for \( x \in \mathbb{R}^N, t \geq 0 \), we have

\[
f (x, u_\mu) - f (x, u_\mu - s) \leq f (x, u_\mu + s) - f (x, u_\mu) \quad \text{for } x \in \mathbb{R}^N, s \geq 0.
\]

Therefore,

\[
\int_{\mathbb{R}^N} \int_0^v (f (x, u_\mu + s) - f (x, u_\mu)) \, ds \, dx 
\leq \int_{\mathbb{R}^N} \int_0^{\|v\|} (f (x, u_\mu + s) - f (x, u_\mu)) \, ds \, dx.
\] (4.3)

Thus

\[
I (u_\mu + v) \geq I (u_\mu) + \frac{\lambda_1 - 1}{2\lambda_1} (1 - C_2) \|v\|^2
\]

(4.4)

To estimate \( I_1 \) we consider the following two cases:
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(i) If \(0 \leq t \leq u\), then by (3.7), for any \(\varepsilon > 0\), there exists \(C_\varepsilon > 0\) such that

\[
f_u'(x, u + t) - f_u'(x, u) = f_u''(x, u + \theta t) t
\]

\[
\leq \varepsilon \frac{t}{u + \theta t} + C_\varepsilon (u + \theta t)^{q-1} t
\]

\[
\leq \begin{cases} 
\varepsilon + C_\varepsilon u^{q-1} t & \text{if } q \geq 1,
\varepsilon + C_\varepsilon u^{q-\delta} t^\delta & \text{for some } 0 < \delta < q \text{ if } q < 1.
\end{cases}
\]

(ii) If \(t > u\), from the fact that \(f_u''(x, s) \geq 0\) for all \(x \in \mathbb{R}^N, \ s > 0\), we have

\[
\int_{u}^{u+t} f_u''(x, s) \, ds \leq \int_{0}^{2t} f_u''(x, s) \, ds.
\]

By (3.8) and \(f_u'(x, 0) \geq 0\) (since \(f_u'(x, 0) = \lim_{t \to 0+} \frac{f(x, t)}{t} \geq 0\)), for any \(\varepsilon > 0\) there exists \(C_\varepsilon > 0\) such that

\[
f_u'(x, u + t) - f_u'(x, u) \leq f_u'(x, 2t) - f_u'(x, 0) \leq f_u'(x, 2t)
\]

\[
\leq \varepsilon \ln (2t) + C_\varepsilon t^q
\]

\[
\leq \varepsilon + C_\varepsilon t^q.
\]

So, in all cases, for any \(\varepsilon > 0\), there exists \(C_\varepsilon > 0\), \(0 < \delta < q\) if \(q < 1\), \(\delta = 1\) if \(q \geq 1\), such that

\[
f_u'(x, u + t) - f_u'(x, u) \leq \varepsilon + C_\varepsilon (u^{q-\delta} t^\delta + t^q).
\]

(4.5)

By the Sobolev’s inequality and the Hölder’s inequality we have

\[
I_1 \leq \varepsilon \int_{\mathbb{R}^N} v^2 + C_\varepsilon \int_{\mathbb{R}^N} \int_0^{[v]} \int_0^{[s]} (u^{q-\delta} s^{1+\delta} + s^{q+1}) \, dt \, ds \, dx
\]

\[
\leq C_\varepsilon \int_{\mathbb{R}^N} \|v\|^2 + C_\varepsilon \int_{\mathbb{R}^N} \int_0^{[v]} \int_0^{[s]} (u^{q-\delta} s^{1+\delta} + s^{q+1}) \, ds \, dx
\]

\[
\leq C_\varepsilon \|v\|^2 + C_\varepsilon \int_{\mathbb{R}^N} u^{q-\delta} \|v\|^{2+\delta} + \|v\|^{q+2} \, dx
\]

\[
\leq C_\varepsilon \|v\|^2 + C_\varepsilon (\|u\|_{q+2} \|v\|_{q+2}^{2+\delta} + \|v\|_{q+2}^{q+2})
\]

\[
\leq C_\varepsilon \|v\|^2 + C_\varepsilon \|u\|_{q+2} \|v\|_{q+2}^{2+\delta} + C_\varepsilon \|v\|_{q+2}^{q+2}.
\]
Thus for any $\epsilon > 0$, there exists $C_\epsilon > 0$ such that

$$I (u_\mu + v) \geq I (u_\mu) + \left( \frac{\lambda_1 - 1}{2\lambda_1} (1 - C_2) - C_\epsilon \right) \|v\|^2 - C_\epsilon \|u_\mu\|^{q-\delta} \|v\|^{2+\delta} - C_\epsilon \|v\|^{q+2}. \quad (4.7)$$

Taking $\epsilon_0$ small enough so that $\frac{\lambda_1 - 1}{4\lambda_1} (1 - C_2) - C_\epsilon > \frac{\lambda_1 - 1}{4\lambda_1} (1 - C_2)$ we have

$$I (u_\mu + v) \geq I (u_\mu) + \frac{\lambda_1 - 1}{4\lambda_1} (1 - C_2) \|v\|^2 \quad \text{for } \|v\| \leq \epsilon_0, \quad (4.8)$$

from which we deduce (4.1) and (4.2) for suitable $\eta > 0$.

Now we introduce the problem at infinity of (1.1)$_\mu$,

$$\begin{cases}
-\Delta u + u = \bar{f} (u), & x \in \mathbb{R}^N, \\
u \in H^1 (\mathbb{R}^N).
\end{cases} \quad (4.9)$$

Define

$$I^\infty (u) = \frac{1}{2} \int_{\mathbb{R}^N} |\nabla u|^2 + u^2 \, dx - \int_{\mathbb{R}^N} \bar{F} (u) \, dx, \quad (4.10)$$

where $F (u) = \int_0^u \bar{f} (s) \, ds$, and

$$S^\infty = \inf \left\{ I^\infty (u) \mid u \in H^1 (\mathbb{R}^N), \ u \neq 0, \ \int_{\mathbb{R}^N} |\nabla u|^2 + u^2 \, dx = \int_{\mathbb{R}^N} \bar{f} (u) u \, dx \right\}. \quad (4.11)$$

It is known [BC], [L1] that there exists a positive solution (ground state) $w_0$ of (4.9) such that $S^\infty = I^\infty (w_0)$. It is easy to verify that

$$\sup_{t \geq 0} I^\infty (t w_0) = S^\infty. \quad (4.12)$$

**Lemma 4.2.** If $f_1$–$f_4$, $f_6$ hold and $u_\mu$ is the minimal solution of (1.1)$_\mu$, then there exists $t_0 > 0$ such that

i) $I (u_\mu + t w_0) < I (u_\mu)$ for all $t \geq t_0$,

ii) $\sup_{t \geq 0} I (u_\mu + t w_0) < I (u_\mu) + S^\infty.$
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Proof. By the definition of $I(u)$, we have

$$I(u_\mu + tw_0)$$

$$= \frac{1}{2} \int_{\mathbb{R}^N} |\nabla u_\mu|^2 + |u_\mu|^2 \, dx + \frac{t^2}{2} \int_{\mathbb{R}^N} |\nabla w_0|^2 + w_0^2 \, dx + t \int_{\mathbb{R}^N} \nabla u_\mu \nabla w_0 + u_\mu w_0 \, dx$$

$$- \int_{\mathbb{R}^N} F(x, u_\mu + tw_0) \, dx - \mu \int_{\mathbb{R}^N} h u_\mu - \mu t \int_{\mathbb{R}^N} h w_0 \, dx$$

$$= I(u_\mu) + I_\infty(tw_0)$$

$$- \int_{\mathbb{R}^N} F(x, u_\mu + tw_0) - F(x, u_\mu) - \bar{F}(tw_0) - tf(x, u_\mu) \, w_0 \, dx$$

$$\leq I(u_\mu) + I_\infty(tw_0) - \int_{\mathbb{R}^N} \int_0^{tw_0} (f(x, u_\mu + s) - f(x, s) - f(x, u_\mu)) \, ds \, dx,$$

because $f_6$) and $u_\mu$ is a solution of $(1.1)_\mu$. From $f_3$) and $f_4$), we have

$$\begin{cases} 
  f(x, t_1 + t_2) \geq f(x, t_1) + f(x, t_2) \\
  f(x, t_1 + t_2) \neq f(x, t_1) + f(x, t_2) 
\end{cases}$$

for all $x \in \mathbb{R}^N$, $t_1, t_2 \geq 0$. By applying (4.14) to (4.13) we obtain

$$I(u_\mu + tw_0) \leq I(u_\mu) + I_\infty(tw_0).$$

By $f_6$), $I_\infty(tw_0) \to -\infty$ as $t \to +\infty$ and consequently i) holds.

From i) we know that

$$\sup_{t \geq 0} I(u_\mu + tw_0) \leq \sup_{t \leq t_0} I(u_\mu + tw_0)$$

(4.15)

for some $t_0 > 0$. By the continuity of $I(u_\mu + tw_0)$ as a function of $t \geq 0$, we can find some $t_1 \in (0, t_0)$ such that

$$\sup_{0 \leq t \leq t_1} I(u_\mu + tw_0) < I(u_\mu) + S^\infty.$$

(4.16)

Thus, to prove ii), we only need to show that

$$\sup_{t_1 \leq t \leq t_0} I(u_\mu + tw_0) < I(u_\mu) + S^\infty.$$

(4.17)
To this end, let us go back to (4.13). We have
\begin{align*}
\sup_{t_1 \leq t \leq t_0} I (u_\mu + tw_0) & \leq I (u_\mu) + S^\infty - \inf_{t_1 \leq t \leq t_0} \int_{\mathbb{R}^N} \int_0^{tw_0} (f (x, u_\mu + s) - f (x, s) - f (x, u_\mu)) \, ds \, dx \\
& < I (u_\mu) + S^\infty.
\end{align*}
Therefore ii) holds.

We say that \( \{u_n\} \subset H^1 (\mathbb{R}^N) \) is a (PS) sequence if
\[
I (u_n) \text{ is bounded and } I' (u_n) \rightharpoonup 0 \quad \text{in } H^{-1} (\mathbb{R}^N) \text{ as } n \to \infty.
\]
The following theorem provides a precise description for the (PS) sequence of \( I \).

**Theorem B.** Assume that \( f_1 \)–\( f_6 \) hold, and \( \{u_n\} \) is a (PS) sequence for \( I \). Then there is a subsequence of \( \{u_n\} \) (still denoted by \( \{u_n\} \)) such that there exist an integer \( m \geq 0 \), sequences \( \{x^i_n\} \subset \mathbb{R}^N \) for \( 1 \leq i \leq m \), a solution \( U_\mu \) of (1.1)\( \mu \) and solutions \( u^i \) \((1 \leq i \leq m)\) of (4.9) satisfying
\begin{align*}
& u_n \rightharpoonup U_\mu \quad \text{weakly in } H^1 (\mathbb{R}^N) \text{ as } n \to \infty, \\
& I (u_n) \to I (U_\mu) + \sum_{i=1}^m I^\infty (u^i), \\
& \left\| u_n - \left( U_\mu + \sum_{i=1}^m u^i (x - x^i_n) \right) \right\| \to 0 \quad \text{as } n \to \infty, \\
& |x^i_n| \to +\infty, \quad |x^i_n - x^j_n| \to \infty \quad \text{for } 1 \leq i \neq j \leq m \text{ as } n \to \infty,
\end{align*}
where we agree that in the case \( m = 0 \), the above holds without \( u^i \), \( \{x^i_n\} \).

**Proof.** This result can be proved by the arguments in [ZC] (see also, for example, [L1], [BC]).

**Proof of Theorem 1.2.** We will use the mountain pass lemma without the (PS) condition in [BN] to obtain the existence of the second positive solution. For this purpose, fix \( t_0 \)
large enough so that i) in Lemma 4.2 holds for \( \|t_0 w_0\| > \varepsilon_0 \), where \( \varepsilon_0 \) is chosen as in Lemma 4.1. Let \( u_\mu \) be the minimal solution. Set
\[
\Gamma = \{ \nu \in C ([0, 1], H^1 (\mathbb{R}^N)) \mid \nu (0) = u_\mu, \nu (1) = t_0 w_0 + u_\mu \} ,
\]
\[
c = \inf_{\nu \in \Gamma} \sup_{s \in [0, 1]} I (\nu (s)) .
\]
It follows from Lemma 4.1 and Lemma 4.2 that
\[
\eta + I (u_\mu) < c < I (u_\mu) + S^\infty .
\]
From the conclusions of Lemma 4.1 and Lemma 4.2, using the mountain pass lemma in [BN] we can obtain a sequence \( \{ u_n \} \subset H^1 (\mathbb{R}^N) \) such that
\[
I (u_n) \longrightarrow c \quad \text{as} \quad n \longrightarrow \infty ,
\]
\[
I' (u_n) \longrightarrow 0 \quad \text{in} \quad H^{-1} (\mathbb{R}^N) \quad \text{as} \quad n \longrightarrow \infty .
\]
Thus, by Theorem B, there exist a subsequence (still denoted by \( \{ u_n \} \)), an integer \( m \geq 0 \), sequences \( \{ x_i \} \) in \( \mathbb{R}^N \) \( (1 \leq i \leq m) \), and a solution \( U_\mu \) of (1.1)\( _\mu \) and solutions \( u^i \) \( (1 \leq i \leq m) \) of (4.9) \( (m \geq 1) \) such that
\[
c = \lim_{n \longrightarrow \infty} I (u_n) = I (U_\mu) + \sum_{i=1}^{m} I^\infty (u^i) ,
\]
\[
\left\| u_n - U_\mu - \sum_{i=1}^{m} u^i (x - x_i) \right\| \longrightarrow 0 \quad \text{as} \quad n \longrightarrow \infty .
\]
We will show that \( U_\mu \) is a solution of (1.1)\( _\mu \) different from the minimal solution \( u_\mu \).
Since \( u_\mu \) is minimal, \( U_\mu > u_\mu \) everywhere or \( U_\mu \equiv u_\mu \). Indeed, if \( U_\mu \equiv u_\mu \) then either \( c \geq I (u_\mu) + S^\infty (m \geq 1) \) or \( c = I (u_\mu) (m = 0) \). Both cases contradict \( I (u_\mu) < c < I (u_\mu) + S^\infty \).
Let \( u^- = \min \{ 0, u \} \). From the fact that \( U_\mu \) solves (1.1)\( _\mu \) and Remark 1.4
\[
\int_{\mathbb{R}^N} f (x, U_\mu) U^-_\mu \, dx = 0 .
\]
We obtain
\[
\int_{\mathbb{R}^N} \left| \nabla U^-_\mu \right|^2 + \left| U^-_\mu \right|^2 = \int_{\mathbb{R}^N} h (x) U^-_\mu \leq 0 .
\]
Thus \( U_\mu \geq 0 \). By the maximum principle for weak solutions we have \( U_\mu > 0 \) in \( \mathbb{R}^N \). Hence we have completed the proof of Theorem 1.2.
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