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Abstract
A dynamic panel data (DPD) model is estimated to assess the contribution of the average schooling years, the education expenditure and the inventive coefficient—as an approximation for innovation—to the increased productivity of the Mexican states. The potential difficulties of endogeneity and serial correlation are controlled by adopting system General Method of Moments (GMM) procedures. The findings are compatible with the theory. The importance of the lags is confirmed and the positive and significant impacts on productivity tend to vary according to the income level and the geographical location of the regions. Innovation is an important contributor to northern, central and richer states’ productivity, but education expenditure is important for the poorer states and scholarly attainment stands out in the southern states. The analysis emerging from the model concludes that these regional differences should be seen as a potential opportunity for designing customized policies capable of increasing the productivity and not as a weakness.
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1. Introduction
Throughout the period 1994-2012, the Mexican economy accumulated 3.72 patents per 100,000 inhabitants, as an annual average; the educational attainment reached 7.76 years of scholarly attainments and the education expenditure per student at the university averaged 14.67 Mexican pesos at constant prices. However, the gross

productivity, assessed as the per capita gross state product (GSP), grew at an annual rate of below 3%, an insufficient rate of growth to achieve the necessary employment demanded by the population. Why, if education and innovation have elevated their performance, has the national productivity been very low?

In this work, we seek to respond to this question by assessing the contribution of these factors to the productivity results. We consider that the performances of innovation and educational attainments have been unequal regarding the productivity of the Mexican regions. States with major innovation and education levels must achieve the best results for productivity, while states with low performance in terms of innovation and education obtain inferior levels of productivity. We also explore this relationship by considering two criteria under which the Mexican states are easily identified. Attending to a geographical pattern, the states with better indicators seem to be located in the central and northern regions, while southern and gulf states show the lowest performance. The income-level criterion will allow us to infer if richer and middle-income states exhibit the best adjustment and whether the performance of the poorer states remains behind.

The empirical evidence is supported by executing a dynamic panel data (DPD) model in which it is assumed that the pay-offs of education and innovation in terms of major productivity may appear with a lag, and additionally the past performance of productivity itself plays a potential role in its current values, in such a way that it is also considered as a potential explanatory variable. The difficulties arising from considering autoregressive terms are overcome with the two-stage system GMM procedure and by evaluating the over-identifying restrictions with the $J$ statistic test.

Explanations of human capital theory, pioneered by Becker [1] and Schultz [2], suggest that education results in enhanced productivity. Education may often act as a signal of productivity (Chevalier et al. [3]). Employers believe that better educated individuals will bring more productivity and these factors seem to shape a clear relationship. The new growth theory considers that technological change, manifested in a variety of ways, raises productivity. Some specific methods adopted as a result of technological change are the generation of new ideas and new knowledge, learning by doing and finally innovation that emerges after a long process (Paus [4]). Much of the recent literature on productivity recognizes both education and innovation factors as key elements in elevating productivity and facilitating technological change. Economies with a high education level also tend to achieve a high level of productivity. In this line, high levels of innovation are related to the best performance in terms of productivity. On the contrary, when these factors have poor performance, the levels of productivity are also low. Therefore, education and innovation can be detonators for—or important barriers—development.

Our findings are compatible with the theory. The importance of the lags is confirmed. The estimates report a positive and significant contribution of education and innovation to productivity that tends to vary between rich and poor economies as well as among the geographical locations of the regions.

The rest of the paper presents a review of the literature (Section 2), the econometric methodology (Section 3), a description and exploratory analysis of the database (Section 4), the main results (Section 5), and finally some concluding remarks (Section 6).

2. The Interconnectivity among Education, Innovation and Productivity: A Review

Innovation has become a key issue when trying to understand the effects of the global economy on cities and regions all over the world. Policymakers and academics often relate problems such as unemployment, economic inequality and lack of growth, especially in less developed countries, to the diminished capability of those countries to generate innovative processes or products. From this view, knowledge-based innovation is the spearhead of a successful path to long and prosperous growth (Power and Malmberg [5]).

Moreover, the sources of productivity growth are a central topic in economic theory and empirical research. Recent literature has emphasized the role of several elements in the supply-side context, such as innovation, physical capital resources, and technology. On the demand side, the determinants of productivity have been analyzed since the publication of the paper by Kaldor and Mirrless [6]. In this arrangement, labor division allows for workers’ skill set to improve, inducing the incorporation of technological innovation and, in combination with more specialization, structural changes in the economy, leading not only to productivity growth but also to further specialization (Crespi and Pianta [7]).

Behind the aforementioned ideas lies education or schooling. Although referred to indistinctively in many documents, education and schooling are not the same. According to Pencavel [8], education takes place outside
of schools, for example in families, communities and workplaces. Schooling refers to the time invested in acquiring codified knowledge in particular environments, such as classrooms and books, with the aim to improve the quality of the workforce. There has been substantial research regarding the contribution of higher education to a nation’s economic growth at all levels. For instance, growth accounting techniques relate changes in schooling completion levels to changes in aggregate output. Some work has also been conducted using a more microeconomic approach, in order to measure the association between the educational attainments of workers and the productivity growth. The overall results from these empirical efforts tend to confirm the idea that education positively contributes to growth and productivity.

Altogether, innovation and education are considered to be fundamental elements of the “five drivers of productivity growth” (Mayhew and Neely [9]). Investment in new machinery may embody technical progress (innovation) that will enhance performance. Investment in knowledge (R&D), when adequately adopted in organizational operations, allows labor and capital to be put to more productive use. Investment in human beings, whether in full-time education or in the workplace, increases human capital and makes it more productive. In this context, we can think on innovation as an ongoing and complex process of learning and applying new ideas and technologies. Of course, the referred process deriving from innovation is accumulative and relies heavily on the ability of the country or region to develop such efforts for special factors like the quality of education, the availability of knowledge infrastructure—universities and research centers—and the efficient functioning of the markets (Vieira et al. [10]). These innovations must be reflected in the competitiveness of countries and regions. The role of universities and their economic potential, as traditional carriers of advanced research and higher education, are being increasingly discussed. At regional levels, the potential of universities to contribute to innovation has led to them being linked more strongly to regions’ innovation and industrial systems. Power and Malmberg [5] mention that universities can contribute to regional innovation in two ways: firstly, universities increase the production of knowledge since they provide the market with new workers and patent scientific results; secondly, the existence of universities can lead to a transfer and exchange of knowledge between the universities and the region’s industrial sector.

Empirically, a large number of works attempt to highlight the relationship between innovation, education and productivity growth. For instance, Pencavel [8] provides a review of research on the contribution of education to productivity for the USA in a non-technical fashion. The author concludes that rising schooling completion levels and movements in the quality of schooling have contributed to the growth of labor productivity in the USA.

Furthermore, Power and Malmberg [5] explore the debate about competitive and prosperous regions and their relationship with universities and higher education. They present an excellent depiction regarding the role of universities in regional economic development and conclude that policy efforts should result in aligning innovation and science and technology policies with regional development. In another context, AlAzzawi [11] examines the effect of foreign direct investment (FDI) on innovation and productivity. He uses patent citations within FDI to measure the degree of access that one nation gains to the R&D knowledge of another. FDI-induced R&D spillovers can be very important for developing countries, since they affect both innovation and productivity.

Vieira et al. [10] emphasize the importance of the input of innovation in the production process as a way to maximize the capacity and efficiency of the labor factor, translated into its productivity. Their empirical findings point to a positive influence of innovation and labor productivity in the European regions. Interestingly, investments in R&D are more profitable in less developed regions. In a more detailed context, Harris et al. [12] investigate whether sourcing knowledge from cooperating on innovation with higher education institutions impacts on the establishment-level total factor productivity, and they also evaluate whether this impact differs across Great Britain’s regions and according to the property structure of the firm—domestic or foreign. They use propensity score matching to obtain a positive and significant impact of innovation cooperation on productivity, although there are differences in the strength of the impact in the different regions and depending on the property structure.

In Mexico, some recent documents mark the start of a research area of interest given the relevance of the technology innovation diffusion to productivity and growth, as well as the increased share of the Mexican economy in the global market. Particularly, the works by German-Soto et al. [13], Ríos Bolívar and Marroquín Arreola [14], Cabral and González [15] and Brown and Guzmán [16] all attempt to characterize the recent phases of the development and growth process in the country, featuring the innovation aspect. In a somehow related approach, Crespi and Zuñiga [17] examine the determinants of technological innovation and its impact on firm
labor productivity for six Latin American countries including Mexico. They find that firms investing in knowledge are more able to introduce technological advances, and those who innovate have greater labor productivity. In a more disaggregated perspective, Mungaray and Ramírez [18] study the effects of human capital on labor productivity for a sample of low value-added microenterprises. They report evidence of the relationship between human capital and labor productivity and conclude that the long-run existence of the firms in the sample can be explained by the accumulation of management experience. Cabral and Gonzalez [15] estimate negative effects from R&D on productivity of a set of Mexican manufacturing sectors. Brown and Guzmán [16] analyze the determinants of innovation of Mexican manufacturing establishments and highlight that innovation has been influenced by characteristics of the open economy such as exportation activities, foreign investments and also it is related to the size of the firm. Because of productivity is considered to be one of the key elements in explaining regional growth and its differences, it will be interesting to explore some of the main factors that determine it.

3. An Overview of the Autoregressive Models and Dynamic Panel Data

The role of time is essential for several phenomena occurring in Social Sciences and Economics. The relationship of dependency among the variables is less instantaneous than one might think for psychological reasons—people and therefore economies do not change their habits immediately, imperfect information—sometimes the market offers consumers all kinds of products and varying features and prices, making them hesitate to buy now and wait until prices decline, and institutional rigidity—for example, contractual obligations and long-term investments, among others. Therefore, a lag time should be considered, especially if a regression equation is used to determine how some variables are linked.

The explicit consideration of the time factor brings to the distributed-lag models. In such models, the effect of a regressor \( x \) on \( y \) occurs over time:

\[
y_t = \alpha + \beta (L)x_t + \varepsilon_t = \alpha + \sum_{l=0}^{\infty} \beta_l x_{t-l} + \varepsilon_t
\]  

In Equation (1) the lag polynomial \((L)\) is applied to the explanatory variable \(x\), so it defines a pattern showing how \(x\) affects \(y\) over time.

Of course, it is not possible to estimate an infinite number of terms of \(\beta\) coefficients in (1). One practical alternative is the solution given by Koyck [19], who considers that lag effects are geometrically reduced and each value of \(\beta\) is inferior to each preceding \(\beta\). With returns to the past, the effect of the lag on \(y\) is gradually reduced considering a fixed factor, say \(\lambda\). So, Equation (1) is defined as:

\[
\lambda y_{t-1} = \lambda \alpha + \lambda \beta_0 x_{t-1} + \beta_0 \lambda^2 x_{t-2} + \beta_0 \lambda^3 x_{t-3} + \cdots + \lambda \varepsilon_{t-1}
\]  

Subtracting Equation (2) from (1) and rearranging terms, the Koyck transformation is:

\[
y_t = \alpha (1-\lambda) + \lambda y_{t-1} + \beta_0 x_t + \varepsilon_t
\]  

where \(\varepsilon_t = (\varepsilon_{t-1} - \lambda \varepsilon_{t-1})\), i.e., a moving average of \(\varepsilon_t\) and \(\varepsilon_{t-1}\). As we can see, the transformation ends with an autoregressive model because one lag of the dependent variable is included as explanatory. With this simplification, Koyck solves two problems. First, only the estimates for \(\alpha\), \(\beta_0\) and \(\lambda\) are required, and second, expression (3) solves the potential problems of multicollinearity because only one period of \(x\) is considered in the model and not its several past values.

The dynamic marginal effects of \(x\) on \(y\) in this specification are:

\[
\frac{\partial y_{t+1}}{\partial x_t} = \beta_0 = \lambda \beta_0
\]

The long-run multiplier is assessed by expression \(\sum_{l=0}^{\infty} \beta_l = \beta_0 \left( \frac{1}{1-\lambda} \right)\), which predicts an exponentially declining lag distribution under the assumption that many economic relationships seem to be adjusted in this way.

The model can be augmented to include more than one regressor. For the case of two regressors, \(x\) and \(z\), Equation (3) would be defined as:

\[
y_t = \alpha (1-\lambda) + \lambda y_{t-1} + \beta_0 x_t + \gamma_0 z_t + \varepsilon_t
\]
As before, the dynamic marginal effects of \( z \) on \( y \) are:

\[
\frac{\partial y_{i,t}}{\partial z_i} = \gamma_i \gamma_0
\]

Commonly, we are more interested in the mean and median of the lags with the aim to obtain an idea of the lag structure. In this model, they are estimated as follows:

Mean lag = \( \frac{\lambda}{1 - \lambda} \); Median lag = \( \frac{\ln 2}{\ln \lambda} \).

Here “\( \ln \)” indicates natural logarithms. These measures can be used as the speed at which \( y \) responds to \( x \). Equation (4) resumes the theory of autoregressive models when the regression is for time-series structures. Its adequacy in panel data is immediately apparent:

\[
y_{it} = \alpha (1 - \lambda) + \lambda y_{it-1} + \sum_{k=1}^{K} \beta_k x_{it} + \eta_i + \varphi_t + \nu_{it}
\]  

(5)

where the residuals \( \nu_{it} = (\varepsilon_{it} - \lambda \varepsilon_{it-1}) \) follow an MA(1) process and the two usual individual and time-specific effects are included, \( \eta_i \) and \( \varphi_t \); moreover, Equation (5) considers up to \( K \) explicative variables and the \( \nu_{it} \) are assumed to be independently distributed across individuals with a zero mean.

Equations (4) and (5) have the problem of consistent estimation because the lagged dependent variable as a regressor on the right-hand side is almost never strictly exogenous, as required by the ordinary least squares estimator (OLS). Therefore, \( y_{it-1} \) is correlated with the error term and the OLS estimator is biased and inconsistent (Baltagi [20]) even in the case that \( \nu_{it} \) are not serially correlated.

For dynamic panel data, several solutions have been proposed. Arellano and Bond [21] suggest using the orthogonality conditions that exist between the lagged values of \( y_{it-1} \) and the disturbances \( \nu_{it} \) as instruments in the regression equation. In the two-step GMM estimator, the authors basically use lagged differences of the dependent variable as valid instruments, since they are not correlated with the disturbances term. However, a feature of this procedure is that the number of moment conditions increases with \( T \) and too many moment conditions can introduce bias while increasing efficiency.

Ahn and Schmidt [22] and Arellano and Bover [23] provide valid instruments to ensure identification and prove consistency in the model. In a later study, Blundell and Bond [24] add a mix of lagged differences of \( y_{it-1} \) as instruments for equations in levels and lagged levels of \( y_{it-1} \) as instruments for equations in first differences that correct the weak instruments problem. Their extended system GMM estimator not only improves the precision but also reduces the finite sample bias. These features of their procedure are confirmed by Blundell and Bond [25] and Blundell et al. [26], who conclude that the system GMM estimator can overcome much of the failure to obtain consistent estimates in dynamic panel models.

The use of appropriate moment conditions is required when \( T \) is large; so, in this situation a \( J \) statistic test is performed to decide on the over-identification restrictions. Baltagi [20] suggests a subset of these moment conditions with the intention of taking advantage of the trade-off between the reduction of bias and the loss of efficiency.

4. Data, Statistical Analysis and the Mexican States

The analysis developed in this investigation is conducted at Mexican states level. The country is composed of 31 states and one federal district, where the country’s capital is located. For a number of years, Mexican states have been the object of several policies directed towards increasing the scientific activity and influencing the state-level economic growth. For instance, the implementation of federal programs supporting higher education, such as the federal subsidy to public universities, has a special emphasis on the region level. We consider that the latter implies an important factor to achieve higher productivity levels. Therefore, a formal analysis concentrates on four main variables for the 1994-2012 time period: the inventive coefficient based on accumulated patents, as a proxy for innovation, education expenditure per student, average schooling years and per capita GSP as a productivity measurement.

The data on patents were obtained from the Mexican Institute of Industrial Property Rights (IMPI, according

\[ A \text{ political division of the Mexican states is shown in Figure 1.} \]
to its Spanish acronym) and they are a sequence of the number of patent applications by each state and year. Table 1 shows the distribution of frequencies of patent applications. As we can observe, a great proportion of events concentrated in the interval of 10 or fewer patents is apparent—around 69%. Moreover, few zeros are shown—around 10%—although a database inflated by zeros is not a very strong problem that limits our scope. A vast majority of the federal entities have 40 or fewer patents per year. In Table 1, 91% of the observations are concentrated in this interval.

The data on patents were used to calculate an “inventive coefficient”, which is identified as the rate of patenting per 100,000 inhabitants in the Mexican states. It helps to assess, in aggregate terms, a locational pattern of inventive activity. In short, the inventive coefficient, for each 100,000 inhabitants, is obtained from:

$$IC_{it} = \frac{\text{Accumulated patents}_{it}}{\text{Population}_{it}}$$

where $i$ and $t$ represent the state and year, respectively.

The schooling variable refers to the average school years attained by the population in each region. This variable can be thought of as the average years of preparation to participate in labor market activities that are accumulated by the population. The data were obtained from the National Institute of Statistics and Geography (INEGI).

Additionally, an education expenditure variable is included in the model. It refers to the average expenditure by the federal government on higher education in every state, particularly in public universities. It consists of the rate of the public federal and state ordinary subsidy and the number of students enrolled in a bachelor degree career. It is measured in real pesos of 1993. The information regarding education expenditure was obtained from the Ministry of Education\(^2\), from the National Autonomous University of Mexico (UNAM) and also from the National Association of Public Universities (ANUIES).

Finally, the dependent variable, which helps to measure productivity, consists of the level of per capita GSP. This information was obtained from INEGI. Table 2 presents some descriptive statistics.

<table>
<thead>
<tr>
<th>Table 1. Patent applications: Distribution of frequencies.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Total events</strong></td>
</tr>
<tr>
<td>Zero</td>
</tr>
<tr>
<td>1 - 10</td>
</tr>
<tr>
<td>11 - 20</td>
</tr>
<tr>
<td>21 - 30</td>
</tr>
<tr>
<td>31 - 40</td>
</tr>
<tr>
<td>41 - 50</td>
</tr>
<tr>
<td>51 - 60</td>
</tr>
<tr>
<td>61 - 70</td>
</tr>
<tr>
<td>71 - 80</td>
</tr>
<tr>
<td>More than 80</td>
</tr>
</tbody>
</table>

Note: The total events refer to 31 states (Distrito Federal is excluded) in the 1994-2012 period. Source: Own estimates from IMPI data.

<table>
<thead>
<tr>
<th>Table 2. Descriptive statistics.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>N</strong></td>
</tr>
<tr>
<td>Per capita GSP</td>
</tr>
<tr>
<td>Inventive coefficient</td>
</tr>
<tr>
<td>Average schooling years</td>
</tr>
<tr>
<td>Education expenditure</td>
</tr>
<tr>
<td>Valid N</td>
</tr>
</tbody>
</table>

Source: Own estimations.

\(^2\)This is the Secretaría de Educación Pública (SEP) in Mexico.
The statistical indicators, such as the mean and standard deviation, reflect huge asymmetries in all the variables. Table 2 shows that the differences between the minimum and the maximum values are important. For instance, there is a significant difference in the per capita GSP across the Mexican states. Such tendency is replicated for the rest of the variables. For example, the inventive coefficient varies from 0 to 30.83 and looking in the data set we find that Nuevo Leon, located in the northern part of the country, is the state that more patents accumulates. In contrast, states like Guerrero and Chiapas, located in the south of the country, present several zeros regarding patents production.

In addition, the average schooling ranges from 4.80 to 10.10 years and even the education expenditure presents a high degree of heterogeneity, having a minimum value of 1770 pesos and a maximum value of 74,930 pesos. In general, these explorations begin to tell a story of inequality regarding the Mexican states, a feature of the Mexican regions in recent years. Table 3 displays a correlation matrix.

In Table 3 there appears to be some connection among the variables. The inventive coefficient and per capita GSP correlate with a value of around 0.298. Furthermore, the schooling years (0.398) and the education expenditure (0.317) have a positive relationship with per capita GDP, although smaller for the latter. Positive interactions are found between the inventive coefficient and schooling (0.592), along with education expenditure (0.375).

It will be relevant to investigate whether the contribution to productivity has differed in the various socio-economic regions that define the Mexican diversity. This additional exercise has the objective to demonstrate the hypothesis that productivity significantly varies according to the geographical location and the income level, thus influencing the state-level economic growth. Specifically, it will be interesting to identify the differences in productivity between the northern, central and southern states as well as between the richer, middle-income and poorer states. Figure 1 highlights the political division of the Mexican states and, also, the geographical classification adopted here in this work. Moreover, Figure 2 shows the regional classification based on the state wealth level. The latter variable is built by considering the per capita average income registered by every state throughout the period 1994-2012 and grouping them into three categories: richer, middle-income and poorer states.

![Figure 1](image1.png)

**Figure 1.** Mexican states and geographical regions. Source: own elaboration.

| Table 3. Correlation matrix of the variables of interest. |
|----------------------------------|----------------|-----------------|-----------------|-----------------|
|                                 | Per capita GSP | Inventive coefficient | Average schooling years | Education expenditure |
| Per capita GSP                  | 1.00           |                  |                  |                  |
| Inventive coefficient           | 0.298          | 1.00             |                  |                  |
| Average schooling years         | 0.454          | 0.592            | 1.00             |                  |
| Education expenditure           | 0.317          | 0.375            | 0.398            | 1.00             |

Source: Own estimations.
5. Results and Analysis of the Estimates

5.1. Some Technical Details

As a consequence of the inclusion of a lagged dependent variable on the right-hand side of the equation regression, \( y_t \) is a function of \( y_t \) in Equation (5), then \( y_{t-1} \) on the right-hand side in (5) is correlated with the error term (Baltagi [20]). In this case, neither OLS nor fixed effects will be efficient. These dynamic regressions must be estimated through special methods, such as the general method of moments with instrumental variables. Here, a specific tool known as the two-step system GMM procedure is applied. It is suggested by Arellano and Bover [23] and Blundell and Bond [24] and revisited by Andrews and Lu [27], which basically permits to face three implicit difficulties: serial correlation, the selection of adequate instruments and the model consistency.

Firstly, assuming that innovations follow an integrated MA(1) process, the system GMM procedure removes the cross-section fixed effects transforming each variable in the regression by means of first differences. It allows reducing the problem of serial correlation. Secondly, the GMM procedures are based on the use of instrumental variables (IV) and also help with the problem of serial correlation. However, the IV should be particularly related to the explanatory variables and at the same time they should not be correlated with the error term. Arellano and Bond [21], Arellano and Bover [23], Blundell and Bond [24] and Andrews and Lu [27], among others, propose several methods with this purpose, for example applying transformations in first differences or orthogonal deviations. However, in some cases there may be a weak instruments problem, such as \( \lambda \rightarrow 1 \) in (5), so an efficient GMM estimator is desired. For this point, several transformation options besides various sets of instrumental variables are executed. The empirical results reveal a mixture of explanatory variables in levels and lags and up to three lags of the dependent variable as instruments for equations in first differences, as a better adjustment of the model. Orthogonal deviations were no better than first differences, moreover, the estimates from the system GMM procedure by the two-step method—in accordance with Blundell and Bond [24]—yield the best results.

Third, problems of consistency of the model and over-identifying restrictions can arise as a result of the relatively great number of temporal observations (7). In this case, the consistency and moment selection criteria are reviewed with the \( J \) test statistic. For Arellano and Bond [28], the \( J \) statistic is heteroskedasticity-consistent when the two-step GMM estimator is considered. Under the null hypothesis that over-identifying restrictions are valid, the \( J \) statistic is distributed as \( \chi^2 \). If the null hypothesis cannot be rejected for a determined level of significance, it means that the moment conditions are acceptable.

Baltagi [20] considers that the \( J \) statistic could have bad power when \( T \) is large because of the great number of moment conditions that are available. However, not all the moment conditions are used. Moreover—and as Baltagi [20] suggests—the collapse option is invoked to reduce these moment conditions. In addition, Andrews and Lu [27] conclude that there is a lack of procedures to select the correct model and moment conditions in a GMM context. They consider that a trial-and-error experiment is necessary.

Finally, when two or more regressors are included in the autoregressive dynamic model, it has the disadvantage that all the dynamic marginal effects decline at the same exponential rate \( \lambda \) as \( l \) increases. However, in
this empirical essay, we do not hope that productivity responds more quickly to education than innovation or some other variable. On the contrary, the theoretical evidence highlights the reasons for the lagged response based on institutional rigidities that impede a rapid adjustment of productivity to its optimal level. Therefore, it seems reasonable to expect that the same lag structure would apply regardless of which variable causes a change in the optimal productivity. In other cases, different patterns would be expected. For example, food consumption may adjust less quickly to changes in the price of food than to changes in income. In this case, the model will not be feasible.

5.2. Results

Taking into account all the mentioned previously details, the estimates of parameters by means of the two-step system GMM procedure are summarized in Table 4. As shown, regression Equation (5) is estimated for the overall sample, three different samples according to an income-level classification and another three samples incorporating geographical criteria. Researching the consistency of the parameters by income level and geographical location is quite informative in economies such as Mexico, where the regions tend to have huge differences in both geographical and wealth contexts.

For the overall sample, the impacts on productivity are highly and statistically significant from innovation and average schooling years and weakly significant—at the 10% level—from education expenditure—see column 1 of Table 4. The estimates of average schooling years exert the greatest impact on productivity. The long-run productivity elasticities with scholarship suggest increments of productivity by 1.22% when scholarship augments by 1%, while innovation and education expenditure average smaller impacts.

<table>
<thead>
<tr>
<th>Table 4. DPD results for several samples.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variable</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>ln(y_t)</td>
</tr>
<tr>
<td>ln(Innovation)</td>
</tr>
<tr>
<td>ln(Education expenditure)</td>
</tr>
<tr>
<td>ln(Scholarly attainment)</td>
</tr>
<tr>
<td>J-statistic</td>
</tr>
<tr>
<td>Instrument rank</td>
</tr>
<tr>
<td>p-value</td>
</tr>
</tbody>
</table>

Elasticities of long-term (only significance coefficients):

<table>
<thead>
<tr>
<th></th>
<th>Overall sample 1</th>
<th>Richer states 2</th>
<th>Middle-income states 3</th>
<th>Poorer states 4</th>
<th>Northern states 5</th>
<th>Central states 6</th>
<th>Southern states 7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Innovation</td>
<td>0.071</td>
<td>0.171</td>
<td>0.084</td>
<td>0.148</td>
<td>0.070</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education Expenditure</td>
<td>0.061</td>
<td>0.045</td>
<td>0.231</td>
<td>0.146</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scholarly attainment</td>
<td>1.219</td>
<td>2.151</td>
<td>1.976</td>
<td>1.744</td>
<td>0.852</td>
<td>4.115</td>
<td></td>
</tr>
<tr>
<td>Median lag</td>
<td>0.968</td>
<td>1.398</td>
<td>0.795</td>
<td>1.128</td>
<td>1.281</td>
<td>0.581</td>
<td>2.202</td>
</tr>
<tr>
<td>Mean lag</td>
<td>0.957</td>
<td>1.557</td>
<td>0.718</td>
<td>1.179</td>
<td>1.392</td>
<td>0.435</td>
<td>2.703</td>
</tr>
</tbody>
</table>

Notes: standard errors in parentheses. ***, ** and * indicate significance at 1%, 5% and 10%, respectively. Estimates by two-step system GMM in first differences. For all samples the instruments are levels and lags of the explanatory variables and up to three lags of the dependent variable. Source: own elaboration.
The over-identifying restrictions are valid in all samples, suggesting consistency of the model and correctly selected moment conditions.

If a regional classification according to the income level is considered—see columns 2, 3 and 4 of Table 4—it is possible to appreciate important information about the productivity of those different Mexican regions. In particular, richer states seem to base their productivity increments on innovation and scholarly performance, while in the poorer states those factors are not significant for productivity.

In the poorer states, only the education expenditure is significant. Because the regional distribution of education expenditure responds to the way in which the Mexican states are politically organized—as a federal system—it is a factor distributed as a function of population and not necessarily as a result of economic efficiency criteria; thus, the impacts tend to stand out from the factors of economic efficiency, mainly in economically lagged regions.

In addition, for the poorer sample, the relationship between average schooling years and productivity is not significant. In spite of scholarship constituting a factor that has continuously increased its performance in all the states, the non-significant result can be interpreted in the sense that increases in productivity do not correspond to increases in scholarship. A possible hypothesis is that the yields of education are not efficiently exploited because of a lack of productive structures absorbing the increasing human capital in those states. Meanwhile, in the middle-income sample, a significant relationship is observed for all the variables. Scholarly attainment is highlighted as making the major contribution to productivity.

With respect to geographical location, the estimates highlight the corresponding geographical features that differentiate the performance of the Mexican states. We can appreciate in Table 4—columns 5, 6 and 7—that the innovation is a quite important factor for the productivity of northern and central states but not for southern states. It suggests a technological gap in innovation terms in which the southern states are lagging. Notwithstanding, the yields of average schooling years on productivity are also elevated in the southern and northern states and comparatively smaller for the central states. Geographically, the education expenditure is important only in the productivity of the states belonging to the central region. Curiously, the central states make up the unique geographical region where all the variables are important contributors to their productivity. It says much about the great capacity of absorption in the productive structure of this region. This is also the case for the middle-income sample.

6. Concluding Remarks

Alluding to theoretical reasons of economic phenomena—such as the productivity—that tend to be reinforced over time, in this work dynamic panel data techniques are applied to investigate the impacts from innovation, education expenditure and average schooling years, in a regional context.

The estimated relationship among variables is compatible with the theory: the contribution on productivity varies according to the sample and the importance of the lags is confirmed. The empirical exercise highlights that effects from education and the accumulation patents have not the same intensity if the economy is rich, poor or if it belongs at the north, center or south of the country. Therefore, the design of policies must take into account this fact.

Regarding the wealth criterion, innovation stands out as the main contributor to the productivity of the richer states, but not to the poorer states. In contrast, education expenditure is very important for the productivity of the poorer, but not in the richer states. This fact has important implications for the regional economic policy. With the aim to improve the poorer states’ productivity and shorten the gap between advanced and lagged states, it seems necessary to create and promote a policy framework incentivizing intellectual property rights not only as a national action, but also as a regionally differentiated policy, in such a way that advanced technology and incentives to patent are rewarded. Nowadays, the low performance in innovation represents a restriction to growth, and at the same time the northern and central states are distancing themselves from the southern states. On the other hand, in addition to affecting the innovation technologies, for example through fomenting the establishment of foreign firms and multinationals, the university education can generate synergies to increase the innovation. Mexican states have increased the education level, but is not enough this itself action. It should be accompanied with policies that reward the higher education, for example improving the salaries of professionals.

Some limitations are also an opportunity to improve this work in the future. One of the limitations is the fact that at the state level there is not availability of variables closest to the concept of innovation and human capital,
except the accumulated patents and the average schooling years. Another limitation was not including in the regression equations some control variables, such as the economy size, the weight of the high-tech industry of the states, and the spillovers arising from the neighbor states, among others. The use of such variables can affect the estimates and get a better model.

The results help to explain much of the existent inequality among the Mexican regions in terms of their productivity. These results to point out the necessity to design a regional policy directed to reduce the inequalities by creating mechanisms and conditions that allow developing the economic structure, because it is appreciated that educative improvements have not been absorbed by the economies.
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