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Cancer Informatics

•
 

Genetic mutations and 
defects are responsible for 
cancer occurrence and 
progression

•
 

Our research: Predict 
occurrence of cancer using 
genetic/genomic 
measurements obtained 
through genome profiling
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Cancer Informatics

•
 

Occurrence of 
cancer: Yes/No

Human Genome:
•

 
23 chromosomes

•
 

20,000+ genes
•

 
250,000+ SNPs

 
(single 

nucleotide polymorphisms)
•

 
6,000,000,000 basepairs
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Cancer Informatics: 
A high dimensional data mining problem

•
 

Consider the 20,000+ genes

•
 

Our problem: Binary classification/prediction

•
 

Data characteristics:
–

 
High dimensionality

–
 

Most genes are just noises

–
 

Some genes work together
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Wall Street (Manhattan, NY)
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Mortgage [A “simple”
 

question]
 Are you going to default?
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Mortgage (as well as many other 
business sectors)

•
 

Default: Yes/No

Applicant’s information:
1.

 
Financial situation

2.Education
3.Family members’

 
information

……
 

A long list of variables 
from questionnaires
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Cancer/Mortgage 
A high dimensional data mining problem

•
 

Our problem: Binary classification/prediction

•
 

Data characteristics:
–

 
High dimensionality

–
 

Most measurements are just noises

–
 

Some measurements work together
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Cancer/Mortgage 
A high dimensional data mining problem

•
 

Our problem: Binary classification/prediction
Construct binary classification models

•
 

Data characteristics:
–

 
High dimensionality

–
 

Most measurements are noises
Variable selection to reduce dimension & 

remove noises
–

 
Some measurements work together

Account for the grouping structure!!!
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Penalized Regularization in Data Mining
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Penalized Regularization in Data Mining
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Penalized Regularization in Data Mining

So what we do is:
•We maximize the likelihood function
•But, we add a penalty, which gives us a penalized 
likelihood function

•Most recently, penalized data mining is one of the 
hottest areas
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So, what’s the deal with

•
 

It is called the “group bridge”
 

penalty

•
 

When sample size < number of covariates, it 
can lead to a unique estimate

 
Regularization

•
 

Many of the estimates are zeroSelection

•
 

The penalty is on the “group norm”. Thus, it 
can account for the grouping structure
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We bother with group bridge because …

•
 

It is estimation consistent
•

 
It is variable selection consistent, meaning: 
we can separate “important variables”

 
from 

“noisy ones”

•
 

So in the future, instead of asking for a huge 
number of questions, we can ask only a few

•
 

It saves time and cost
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We bother with group bridge because …

•
 

Variable selection consistency + estimation 
consistency. The Oracle is with us!
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We bother with group bridge because …

•
 

Many other data mining methods 
–

 
cannot account for the grouping structure 
[you lose efficiency]

–
 

Although they may work well with a few 
datasets, without statistical backup, it is 
hard to say how well they work in general
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Some non-trivial tasks

•
 

Computing [the objective function is not 
concave]
–

 
An iterative approach has been developed

•
 

Tuning parameter selection
–

 
Cross validation

•
 

Evaluation of significance and reproducibility
–

 
Occurrence index
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All right. Now the real question:

•
 

How much do we really gain in practice?

•
 

No one likes a toy that works only “in theory”

•
 

In extensive numerical studies, the group 
bridge can beat alternatives:
–

 
A few percent in classification error

–
 

A lot in variable selection
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What’s next

•
 

On College street: let’s cure cancer!
–

 
Diagnosis and prognosis gene signatures are 
being constructed for lymphoma, breast 
cancer, leukemia …

•
 

On Wall street: let’s make money! Or at least 
lose less 
–

 
Efficient penalized data mining tools are 
being introduced
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