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Abstract: An analytical model was developed to describe Si–As alloy solidification in the whole range of measured interface velocity. It is demonstrated that at low interface velocity, the solidification occurs in the initial transient regime. The model leads to good comparison with the experimental data taking both local nonequilibrium effects at high interface velocity and steady state effects at low interface velocity into account. The local nonequilibrium diffusion effects shrink the initial transient period and lead to diffusionless solidification at high interface velocity.
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1 Introduction

Due to the relationship between the complex microstructures and the mechanical properties of welded, soldered, and cast components, solidification of alloys is one of the most researched subjects in materials science [1–17]. At high interface velocity, the solidification process involves extremely fast heat and mass transfer at very small time and length scales, which implies that the process occurs under far from equilibrium conditions [3–17]. The compositions, structure and properties of multi-component materials produced by phase transformation depend on the degree of deviation from local diffusion equilibrium, which is characterized by the ratio of the interface velocity \( v \) to the characteristic diffusion velocity \( v_D \) [9–11]. Therefore, the development of capability to predict alloy solidification phenomena in the wide range of interface velocity observed in solidification experiments is an important task in designing new materials and new processes. For the sake of mathematical simplicity, theoretical modeling of the rapid alloy solidification usually assumes that the process occurs under steady-state condition, which implies that the solid–liquid interface moves with constant interface velocity \( v \) and the initial transient stage can be ignored, which, in many cases, is proved to be a good assumption [1–17]. However, large discrepancies exist in the experimental results and the theoretical modeling of the Si–As systems [6–17], especially at low interface velocity when the non-steady-state effects are very important. In this work, new interpretation of the Si–As experiments is given [6–8], paying particular attention to the question whether the steady-state is really reached or not during the experimental measurements. The interpretation takes into account both the deviation from local diffusion equilibrium in the bulk liquid at high interface velocity, which is described by the local nonequilibrium diffusion model (LNMD) [9–11], and non-steady-state effects at low interface velocity [1].

2 Formulation of LNMD

2.1 Classical equation

The LNMD [9–11] takes into account the deviation from local diffusion equilibrium in the bulk liquid during rapid alloy solidification. At high interface velocity, the solute diffusion ahead of the moving interface cannot be described by classical diffusion equation of parabolic type which is based on the local equilibrium assumption, because the local equilibrium assumption is valid only
for relatively low interface velocity \((v \ll v_D)\). The characteristic velocity \(v_D\) is the so-called diffusion velocity, i.e., the velocity of propagation of diffusive disturbances in liquid phase, which is of the order of 1/30 m/s. When \(v \ll v_D\), the local equilibrium assumption is not longer valid and the local nonequilibrium theory should be used [9–17]. The most popular version of the local-nonequilibrium thermodynamics is the so-called extended irreversible thermodynamics (EIT) [19], which includes dissipative fluxes in the set of independent variables. Reviews of some other local nonequilibrium approaches can be found in Refs. [20–25]. It is remarkable that all the extended approaches lead to the hyperbolic diffusion equation in the form

\[
\frac{\partial C}{\partial t} + v \frac{\partial^2 C}{\partial x^2} = D \frac{\partial^2 C}{\partial x^2}
\]

which is the simplest generalization of the classical diffusion equation of parabolic type to the local nonequilibrium case, where \(C\) is the solute concentration, \(\tau\) is the relaxation time of diffusion field to local equilibrium, and \(D\) is the solute diffusion coefficient. Hyperbolic Eq. (1) results in a finite diffusion speed \(v_D = (D / \tau)^{1/2}\). The classical diffusion equation of parabolic type, which can be obtained from Eq. (1) at \(\tau = 0\), leads to a paradox of an infinite diffusion velocity [19–25]. The Galilean transformation of the coordinate \(x = \tau - vt\) transforms Eq. (1) to Eq. (2) provided that the solid–liquid interface itself travels at the same constant speed \(v\).

\[
\frac{\partial C}{\partial t} - \tau \frac{\partial C}{\partial x} + \frac{\partial^2 C}{\partial x^2} + \frac{\tau^2 \partial^2 C}{\partial x^2} = D \frac{\partial^2 C}{\partial x^2}
\]

Thus, the local nonequilibrium diffusion model (LNDM) for rapid solidification of binary alloys is based on the modified (hyperbolic) diffusion form Eq. (1) or its another form, Eq. (2).

2.2 Steady-state approximation

The exact mathematical treatment of the solute diffusion problem may be found by solving the time-dependent diffusion equation (Eq. (1)), subject to appropriate initial and boundary conditions in both the solid and the melt. But to avoid mathematical difficulties, the steady-state approximation is usually used. The steady-state assumption assumes that after a short initial transient period, the solid–liquid interface begins to move with constant velocity and the solute concentration is time-independent in the reference frame attached to the interface. The steady-state assumption significantly simplifies the mathematical formulation of the problem. Strictly speaking, the mathematical analysis shows that the steady-state solidification takes an ‘infinite’ amount of time and distance to be achieved [1]. But for many practical situations, the reasonable limits can be established where the departure from the true steady-state may be ignored.

When the system achieves steady-state regime, i.e., the solute concentration is time-independent in the moving reference frame attached to the interface, Eq. (2) reduces to [9–11]

\[
D(1 - v^2 / v_D^2) \frac{\partial^2 C}{\partial x^2} + v \frac{\partial C}{\partial x} = 0
\]

(3)

Thus, the steady-state assumption ‘hides’ the time dependence expressed in the solute diffusion equation (Eq. (2)) transforming it to an ordinary second-order differential equation (Eq. (3)). For analytic simplicity and ease of application, the steady-state solute diffusion equation (Eq. (3)) were solved first for semi-infinite solidifying systems [9–11]

\[
C(X) = \begin{cases} 
(C_i - C_0) \exp(-vX / D(1 - v^2 / v_D^2)) + C_0, & v < v_D \\
C_0, & v > v_D 
\end{cases}
\]

(4)

where \(C_i\) and \(C_0\) are the solute concentration in the liquid far from \((X \to \infty)\) and at the interface \((X = 0)\), respectively. Equation (4) clearly demonstrates that the solute diffusion field ahead of the solid–liquid interface moving with velocity \(v \geq v_D\) remains undisturbed due to the local nonequilibrium diffusion effects. This implies that when the interface velocity \(v\) passes through the critical point, \(v = v_D\), an abrupt transition to diffusionless solidification occurs [9–11, 25]. Equation (4) defines the local nonequilibrium characteristic diffusion length \(\delta^{\text{LNDM}}\) as [9–11, 25]

\[
\delta^{\text{LNDM}} = \begin{cases} 
D(1 - v^2 / v_D^2) / v, & v < v_D \\
0, & v > v_D 
\end{cases}
\]

(5)

For every additional unit of the characteristic diffusion length \(\delta^{\text{LNDM}}\), the solute concentration in the liquid phase at that distance from the interface decreases by an additional factor of \(1/e\), \(e\) is the base of the natural logarithm. The characteristic diffusion length \(\delta^{\text{LNDM}}\) shrinks more rapidly with increasing the interface velocity \(v\) than expected from the local equilibrium approach, which gives the characteristic diffusion length as \(\delta = D / \sqrt{v}\) [1]. When the interface velocity \(v\) exceeds the critical point \(v_D\), the diffusion layer ahead of the interface does not form at all \((\delta^{\text{LNDM}} = 0)\) due to the transition to diffusionless solidification [9–11, 25]. The corresponding effective diffusion coefficient in the bulk liquid takes the following form [9–11]

\[
D^{\text{LNDM}} = \begin{cases} 
D(1 - v^2 / v_D^2), & v < v_D \\
0, & v > v_D 
\end{cases}
\]

(6)

The effective diffusion coefficient, Eq. (6), can be used to transform results of the classical local
equilibrium theory to the local nonequilibrium case by substitution of $D$ for $D^{\text{LNDM}}$. The effective diffusion coefficient depends on the ratio of $v/v_D$, which characterizes the extent of deviation from local equilibrium. At low interface velocity ($v/v_D < 1$), the diffusion occurs under local equilibrium condition and the effective diffusion coefficient reduces to the usual diffusion coefficient $D$. As the interface velocity $v$ increases, the diffusion process begins to deviate from local equilibrium, which is manifested by the reduced effective diffusion coefficient $D^{\text{LNDM}}<D$. When the interface velocity $v$ passes through the critical point $v=v_D$, a sharp transition from diffusion controlled growth with $D^{\text{LNDM}}>0$ at $v<v_D$ to diffusionless growth with $D^{\text{LNDM}}=0$ at $v>v_D$ occurs [9–11]. The effective diffusion coefficient has been successfully used in the extended solute trapping models [9–11], the generalized solute drag model [12,13], proposed as an extension of Hillert–Sundman theory, the application of the maximal entropy production principle to rapid solidification of binary alloys [14], etc. Moreover, the concept of the effective diffusion coefficient has been extended for the space nonlocal situations [4,26].

Equation (4) implies that mathematically at $v<v_D$, the thickness of the diffusion boundary layer is infinite. Instead of dealing with an exponential distribution of solute, spread over an infinite distance, at least in principle, one may usefully approximate the diffusion field by an equivalent finite boundary layer of thickness $\delta_b$. Boundary layers are constructs used in many engineering applications as controlled approximations that capture special features of exact, but perhaps awkward, mathematical descriptions. In local equilibrium solidification theory, the boundary layer is defined as $\delta_b=2\delta=2D/v$ [1,27]. The boundary layer $\delta_b$ is equal to the base-length of a right-angled triangle having a height which is equal to the excess solute concentration at the interface, and an area which is the same as that under the exponential curve [1,27]. The corresponding local nonequilibrium boundary layer can be written as $\delta_b^{\text{LNDM}}=2\delta^{\text{LNDM}}$. The local nonequilibrium diffusion boundary layer $\delta_b^{\text{LNDM}}$ shrinks more rapidly with increasing the interface velocity than the local equilibrium diffusion boundary layer and equals zero in the diffusionless regime $v\geq v_D$.

As the solid–liquid interface position advances at very fast rates, there is substantial aberration from the equilibrium concentrations at the interface in both the solid and liquid phases. This deviation can be characterized through the segregation coefficient $K$, which is defined as the ratio of the solid concentration $C_s$ to the liquid concentration $C_L$ at the interface. The increase in the segregation coefficient with increasing the interface velocity $v$ is known as solute trapping and a complete understanding of the trapping process requires the dependence $K(v)$ on the kinetic and thermodynamic properties of the alloy. The main prediction of LNMD [9–11,25] is that due to an abrupt transition to diffusionless solidification at a well-defined interface velocity $v=v_D$, the complete solute trapping $K(v)=1$ occurs at the same velocity. This result is consistent with the experimental data [7,8,28], molecular dynamic simulations [29], and phase-field-crystal model [30]. A phenomenon closely related to solute trapping occurs during the solidification of a congruently melting ordered intermetallic compound and is known as disorder trapping [31], where the local nonequilibrium diffusion effects can also play an important role. The latest version of LNMD gives the effective partition coefficient in the following form [11]

$$
K^{\text{LNDM}} = \begin{cases} 
K_E^{(1+\delta/v_D)}, & v < v_D \\
1, & v > v_D 
\end{cases}
$$

where $K_E$ is the equilibrium partition coefficient, $A$ is a constant such as $v_D(A+1)$ representing the characteristic velocities above which $K$ deviates strongly from $K_E$ [32].

### 3 Initial transient effects

A steady-state described above, however, requires the development of the solute boundary layer $\delta_s$, implying the prior occurrence of an initial transient solidification period. The solute boundary layer builds up gradually, precisely because the rejection of solute atoms from the interface occurs initially at a greater rate than the flux of atoms diffusing away from the interface through the increasingly steeper concentration gradient being established in the adjacent melt. Within this transient, the concentration of the liquid at the interface increases from $C_0$ to $C_0/K$. With respect to the phase diagram, this means that the first solid to solidify has the composition $C_0K$, and reaches the composition $C_b$, and the interface temperature $T_b$ corresponding to the composition $C_0$ at steady-state [1,27]. The exact mathematical treatment of the initial transient solidification problem may be found by solving the time-dependent diffusion equation, subject to appropriate initial and boundary conditions in both the solid and the melt. Following the study of GLICKSMAN [1], one can use the boundary layer concept to estimate the characteristic time $t_s$ and length $l_{ss}$, which are necessary to develop steady-state conditions. The procedure starts with evaluating the gradient in the liquid phase at the solid–liquid interface, which was considered to be the ratio of the concentration difference at the interface $\Delta C_L=(C_L(t)-C_0)$ to the characteristic diffusion length $\delta=D/v$ [1]. Strictly speaking, the mass-equivalent
triangular boundary layer \( \delta_x \), which is just twice the characteristic diffusion length \( \delta \), is more accurate to use for this estimate. To take both possible approximations into account, the solute concentration gradient in the liquid phase at \( X = 0 \) is estimated as follows:

\[
\left( \frac{dC}{dX} \right)_{X=0} = -\frac{\Delta C_L}{\gamma^{\text{NDM}}} \]

where the local nonequilibrium diffusion characteristic length \( \delta^{\text{NDM}} \) is defined by Eq. (5), and \( \gamma \) is 1/2. Using the same procedure described by GLICKSMAN [1], after a few steps of algebra, one gets

\[
C_L(t) = \frac{C_0}{K} \left[ 1 - (1 - K) \exp \left( -\frac{Kv^2}{\gamma Dw v_D^2} t \right) \right], \quad v < v_D
\]

where \( C_L(t) \) is the time-dependent solute concentration at the moving planar solid–liquid interface with allowance for the local equilibrium diffusion effects. Equation (8) can define the characteristic time \( t_{st} \) and length \( l_{st} \) to achieve steady-state as follows:

\[
t_{st}^{\text{NDM}} = \frac{\gamma Dw (v^2 / v_D^2)}{v K}, \quad v < v_D
\]

\[
l_{st}^{\text{NDM}} = \frac{\gamma Dw (v^2 / v_D^2)}{v K}, \quad v < v_D
\]

When \( v \geq v_D \), alloy solidification occurs in the diffusionless regime, which implies that \( t_{st}^{\text{NDM}} = 0 \) and \( l_{st}^{\text{NDM}} = 0 \). Note that \( K \) in these equations is velocity-dependent (Section 2). For low velocity regimes \( v \ll v_D \), these equations reduce to the local equilibrium results \( t_{st} = \gamma Dw^2 K \) and \( l_{st} = \gamma Dw K \) [1]. Note that KURZ and FISHER [27] suggested even more stronger condition reach steady-state as \( l_{st} = 4 Dw K \) [1], using \( \gamma \approx 4 \). These equations clearly demonstrate that small values of partition coefficient \( K \) and interface velocity \( v \) cause the initial transient to stretch out, and take longer to achieve steady-state conditions. The local nonequilibrium diffusion effects lead to reduced diffusion boundary layer and increased partition coefficient, which reduces the time and length needed to reach the steady-state at high interface velocity. The characteristic nondimensional time \( t_{st}^{\text{NDM}} = t_{st}^{\text{NDM}} (K v_D^2 / D) \) and length \( h_{st}^{\text{NDM}} = l_{st}^{\text{NDM}} (K v_D^2 / D) \) as functions of the nondimensional interface velocity \( v / v_D \) are shown in Fig. 1.

![Fig. 1 Nondimensional characteristic time and length to reach steady state vs nondimensional interface velocity using Eqs. (9) and (10), respectively (Curves 1 for characteristic length, curves 2 for characteristic time, dashed curves for local equilibrium case, solid curves for local nonequilibrium case)](image)

**4 Interface temperature**

**4.1 General formulation**

The driving force for solidification of ideal solution has the well-known form [33]

\[
\Delta G/RT = (1 - K_0)(C_L - C_{eq}^L) + C_L(K_0 - K) + C_L K \ln(K/K_0)
\]

where \( \Delta G \) is the free energy change for the formation of one mole of solid from a liquid of composition \( C_L \), and \( C_{eq}^L \) is the equilibrium liquid composition. To obtain the interface temperature \( T \) as a function of the interface velocity \( v \), this expression should be combined with kinetic law [2,30]

\[
v = v_0 [1 - \exp\left( -\Delta G/(RT) \right)]
\]

where at \( \Delta G/(RT) \to \infty \). Combining Eqs. (11) and (12) and taking into account that the interface temperature \( T = T_A + m_L C_{eq}^L \) [33], where \( T_A \) is the melting temperature of the major component and \( m_L \) is the equilibrium liquidus slope, one can get

\[
T = T_A + m_L C_{eq}^L \left( 1 - K \left( \frac{1}{1 - K} - 1 - \frac{m_L}{1 - K} \ln \left( 1 - \frac{v}{v_0} \right) \right) \right)
\]

When \( v \geq v_D \), the transition to complete solute trapping (\( K=1 \)) occurs (Eqs. (6) and (7)), and Eq. (13) reduces to
\[ T = T_A + \frac{m_l C_0}{K_E - 1} \ln\left( \frac{1}{1 - \frac{1}{K_E}} \right) - \frac{m_l}{1 - K_E} \ln \left( 1 - \frac{1}{v} \right) \]  

The so-called \( T_0 \) temperature, i.e., the temperature of equal free energy of two phases, can be expressed as [33]

\[ T_0 = T_A + \frac{m_l C_0}{K_E - 1} \ln\left( \frac{1}{1 - \frac{1}{K_E}} \right) \]

where \( C_0 \) is the initial solute concentration. Now it can rewrite Eq. (14) for the interface temperature at \( v \gg v_0 \), in terms of \( T_0 \) as

\[ T = T_0 - \frac{m_l}{1 - K_E} \ln \left( 1 - \frac{1}{v} \right) \]  

It implies that, when the interface velocity \( v \) exceeds the critical value \( v_0 \), the alloy solidifies completely diffusionless and partitionless, i.e., behaviors as a “pure metal” with melting temperature \( T_0 \). For relatively low interface velocity (\( v \ll v_0 \)), the kinetic undercooling \( \Delta T_K = m_l \left[ (1 - K_E)^{-1} \ln \left[ 1 - \left( 1 - \frac{1}{v} \right) \right] \right] \) in Eqs. (13)–(15) reduces to the more familiar form \( \Delta T_K = v / \mu_k \), where \( \mu_k = v_0 (1 - K_E) / m_l \) is the interface kinetic coefficient [33].

Thus, Eq. (13) in combination with Eq. (7) gives the interface temperature as a function of two unknown parameters: the interface velocity \( v \) and the solute concentration at the interface \( C_L \). To get the interface temperature as a function of the interface velocity \( v \), some additional assumption about \( C_L \) should be made.

### 4.2 Steady-state regime

The mass conservation law applied to the steady-state solidification with planar interface implies that when the steady-state conditions are finally achieved, the solid freezing from the melt must also have established a steady solute concentration exactly equal to that of the initial melt concentration, \( C_0 \). The steady-state solute concentration at the interface in the liquid phase is \( C_L = C_0 / K \). In such a case, Eq. (13) for the steady-state interface temperature takes the form

\[ T_i = T_A + \left( T_A - T_0 \right) \left[ 1 - K \left( 1 - \ln \left( K / K_E \right) \right) \right] \]

\[ - \frac{m_l}{1 - K_E} \ln \left( 1 - \frac{1}{v} \right), \quad v < v_D \]  

\[ T_i = T_0 - \frac{m_l}{1 - K_E} \ln \left( 1 - \frac{1}{v} \right), \quad v = v_D \]  

Figure 2 shows the nondimensional interface temperatures \( T_i / T_A \) as a function of nondimensional velocity \( v / v_0 \) (solid curve 1).

As the interface velocity increases, the interface temperature first increases because of the increase of the effective solidus temperature due to solute partitioning. At high interface velocity (\( v \rightarrow v_D \)), the level of solute trapping nears completion (\( K \rightarrow 1 \)) and the interface temperature drops due to the increase of kinetic undercooling \( \Delta T_K \). In the diffusionless regime (\( v > v_D \)), the solute trapping undercooling is constant (\( \Delta T_D = v_D / \mu_k \)), and the interface temperature decreases only due to the kinetic undercooling. The temperature at which the complete solute trapping (\( K = 1 \)) begins, is lower than the \( T_0 \) temperature by the kinetic undercooling term \( \Delta T_K = m_l \left[ (1 - K_E)^{-1} \ln \left[ 1 - \left( 1 - \frac{1}{v} \right) \right] \right] \) (or \( \Delta T_D = v_D / \mu_k \)). Note that at low interface velocity, the planar interface temperature is the same as the equilibrium solidus temperature of the alloy. At high interface velocity, the steady-state planar interface temperature can be treated as the difference between the effective (i.e., velocity-dependant) solidus temperature (the first two terms on the right hand side of Eq. (16)) and the kinetic term (the last term on the right hand side of Eq. (16)).

**Fig. 2** Nondimensional interface temperature \( T_i / T_A \) vs nondimensional interface velocity \( v / v_0 \) (Curve 1 for steady-state \( C_L = C_0 / K \) using Eqs. (16) and (17), curve 2 for initial transient \( C_L = C_0 \) using Eqs. (18) and (19))

### 4.3 Fixed solute concentration at interface in liquid

Alloy solidification with a given fixed solute concentration at the interface in the liquid (\( C_L = C_0 \)) can arise, for example, during alloy solidification with perfect mixing in the liquid phase [1] or during initial transient, when the steady-state diffusion boundary layer has not formed yet and the solute concentration at the interface has not enough time to deviate significantly from its initial value \( C_L = C_0 \). For such situation, Eq. (13) results in

\[ T_2 = T_A + \left( T_A - T_0 \right) \left[ 1 - K \left( 1 - \ln \left( K / K_E \right) \right) \right] \]

\[ - \frac{m_l}{1 - K_E} \ln \left( 1 - \frac{1}{v} \right), \quad v < v_D \]  

\[ T_2 = T_A + \left( T_A - T_0 \right) \left[ 1 - K \left( 1 - \ln \left( K / K_E \right) \right) \right] \]

\[ - \frac{m_l}{1 - K_E} \ln \left( 1 - \frac{1}{v} \right), \quad v = v_D \]  

\[ T_2 = T_A + \left( T_A - T_0 \right) \left[ 1 - K \left( 1 - \ln \left( K / K_E \right) \right) \right] \]

\[ - \frac{m_l}{1 - K_E} \ln \left( 1 - \frac{1}{v} \right), \quad v > v_D \]
In this case, the interface temperature always decreases with increasing the interface velocity $v$ (curve 2 in Fig. 2). The temperature decrease at $v<v_D$ is more pronounced than that at $v>v_D$ because of the solute trapping effects. When $v<v_D$, the temperature decreases due to both the decrease of the effective liquidus temperature and the increase of the kinetic undercooling, whereas at $v>v_D$, the diffusionless regime occurs and the interface temperature decreases only due to the kinetic undercooling. The difference between the initial transient interface temperature and the steady-state undercooling, $T_2(T_2-T_1)\propto(1-K)/K$, decreases with increasing the interface velocity in the diffusionless and partitionless regime, i.e., at $v>v_D$, these temperatures are coincident (Fig. 2). The first two terms on the right hand side of Eq. (18) can be treated as effective liquidus temperature.

5 Application to Si–As alloy solidification

In recent years, rapid solidification of Si–As alloys is one of the most important subjects of great practical and scientific interest [6–17]. The Si–As systems, which have been extensively, but large discrepancies still exist in the experimental results and theoretical modeling. Rapid solidification of polycrystalline Si–4.5%As (mole fraction) and Si–9%As (mole fraction) alloys at velocity ranging from 0.25 to 2 m/s was studied by KITTL et al [6–8] using the pulsed laser melting technique. The congruent melting temperature $T_B$ [6], the solute partition coefficient [7,8], and the interface temperature [8] were measured as functions of the interface velocity under steady-state conditions. The theoretical description of KITTL et al’s experimental data is under an extensive discussion [10–17]. Both local equilibrium [6–8,15,17] and local nonequilibrium [9–14,16] approaches have been used, but all of them assume under steady-state condition, which leads to some difficulties in describing the experimental data at low interface velocity. To avoid these difficulties, the experimental conditions are first analyzed here at which the experimental measurements were performed [6–8]. The key question is whether the steady-state conditions in the KITTL et al’s experiments have been really reached as it was stated by the authors of the experiment [6–8]. To answer this question, the characteristic time of the experiment, $t_{ex}$, with the characteristic time needed for the interface to reach the steady-state conditions, $t_{st}$, is compared. The characteristic time of the experiment is the ratio of the interface depth, $d$, at which the interface temperature was measured [8] and the interface velocity, $v$, i.e., $t_{ex}=d/v$. The characteristic time needed for the interface to approach steady-state condition, $t_{st}$, is given by Eq. (9). The interface temperature versus interface velocity relation was measured by KITTL et al [8] for an interface depth $d=30$ nm from the surface, which was expected to be sufficiently far from the beginning of solidification for the steady-state to be established. The parameters for the calculation of $t_{st}$ are $D=(1.5\pm0.5)\times10^{-8}$ m$^2$/s and $K_E=0.3$ [8]. Note that there is some uncertainty in $K_E$, whose value falls within the range from $K_E=7\times10^{-7}$ to $K_E=0.3$ [8]. For further calculations, the commonly accepted value of $K_E=0.3$ [8] is used here, keeping in mind that $K_E=7\times10^{-4}$ would give high value of $t_{st}$. The characteristic time $t_{ex}$ and $t_{st}$ for KITTL et al’s experiments [8] are shown in Fig. 3 as functions of the interface velocity ($v$).

![Fig. 3 Characteristic time vs interface velocity for Si–As alloy solidification](image-url)

Figure 3 demonstrates that at $v<v_1=1.1$ m/s for $\gamma=1$ and at $v<v_2=2.2$ m/s for $\gamma=2$, the characteristic time of the experiment $t_{ex}$ is less than the characteristic time $t_{st}$ to achieve steady-state conditions. This implies that the interface depth $d$, at which the interface temperature was measured in KITTL et al’s experiments [8], was not kept high enough to ensure the steady-state conditions in the whole range of the measured interface velocity. In other words, the interface temperature in KITTL et al’s experiments was measured under non-steady-state conditions in the low velocity regime ($v<1$ m/s). Thus, the analysis demonstrates that at relatively low interface velocity ($v<1$ m/s), the steady-state was not reached in the experiments of KITTL et al [8] and non-steady-state approaches are needed to theoretically describe the experimental data. In order to describe the KITTL et al’s experiments in the whole range of the measured interface velocity, two $T$ are calculated versus $v$ functions: $T_1$ which corresponds to the steady-state conditions ($t_{st}>t_{ex}$),
and $T_S$ which corresponds to the non-steady-state conditions ($t_{ex}<t_{st}$). In the equilibrium $v=0$, the solute concentration at the interface ($C_1$) equals to the initial solute concentration $C_0$. It means that during initial stage of solidification, i.e., during initial transient, when $t_{ex}<t_{st}$, the solute concentration at the interface has not enough time to change significantly from its initial value, i.e., $C_1=C_0$. Therefore, the interface temperature during the initial transient period ($t_{ex}<t_{st}$) can be calculated using Eqs. (18) and (19), which assumes fixed solute concentration at the interface ($C_1=C_0$). The steady-state interface temperature is described by Eqs. (16) and (17), which assumes $C_1=C_0$. The interface temperatures ($T$) as functions of interface velocity ($v$), calculated for the steady-state (curve 1) and the initial transient (curve 2), is shown in Fig. 4.

Fig. 4 Interface temperature vs interface velocity (Curve 1 for steady-state using Eqs. (16) and (17), curve 2 for initial transient using Eqs. (18) and (19); thick gray line for transition between initial transient and steady-state, spheres for experimental points [8]; parameters: $K_E=0.3$, $T_0=1423$ K, $v_1=2.5$ m/s, $v_2=1.25$ m/s).

The best fit of the steady-state interface temperature $T_1$ (curve 1 in Fig. 4) to experimental data was obtained with fitting parameter $T_0=1423$ K. This value is in good agreement with $T_0=(1423\pm25)$ K determined by KITTL et al’s experiments [6]. The initial transient temperature $T_2$ (curve 2 in Fig. 4) was calculate using Eq. (18) with the same value of $T_0$ and the average solute concentration at the interface $C_1=C_0$ with $v=1.25$. The correction coefficient $\varepsilon$ was introduced to take the increase of solute concentration at the interface into account during the initial transient from $C_1=C_0$ at $t=0$ to $C_1=C_0K$ at $t=t_{st}$. The main feature observed when comparing the model predictions with the experimental data is the increase of the calculated initial transient temperature ($T_2$) with decreasing the interface velocity ($v$), which corresponds to the experimental data in the whole range of the measured interface velocity (Fig. 4), whereas the steady-state interface temperature ($T_1$) decreases with decreasing the interface velocity $v$ in the low velocity regime, which contradicts the experimental data at $v<1$ m/s. This is allowed to treat the low velocity regime in the KITTL et al’s experiments [8] as non-steady-state one, which corresponds to the estimate of the characteristic times $t_{ex}$ and $t_{st}$ (Fig. 3) for these velocities. The gray line in Fig. 4 approximates intermediate regime between the initial transient and the steady-state regime, which occurs between $v_1=0.8$ m/s and $v_2=1.7$ m/s. This corresponds to the condition of $t_{ex} \approx t_{st}$, which holds within the range between $v_1$ and $v_2$ (Fig. 3). Thus the experimental data of KITTL et al [8] for rapid solidification of Si–As alloy can be interpreted as follows: 1) in the low velocity regime ($v<v_1$), the characteristic time of the experiment $t_{ex}$ is less than the characteristic time needed to reach the steady-state $t_{st}$, which means that this regime of solidification can be treated as initial transient; 2) at high interface velocity ($v>v_2$), the inverse inequality holds ($t_{ex} \approx t_{st}$), i.e., the solidification occurs in steady-state; 3) in the range of $v_1<v<v_2$, the characteristic time is of the same order ($t_{ex} \approx t_{st}$) and the transition from initial transient to steady-state regime occurs (the thick gray line in Fig. 4).

6 Comparison with other models and discussion

LI et al [12] proposed thermodynamic approach for Si–As alloy with non-straight liquidus and solidus curves. The model is consistent with the available experimental data if significant solute drag effects are introduced. They also investigated the differences between their model and other typical models for Si–As alloy solidification by using the site fraction $f$ as a fitting parameter to obtain a better description of the experimental data for each model [12]. In another paper, they considered a generalized solute drag model for binary alloy solidification with a planar phase interface proposed as an extension of Hillert–Sundman model [13]. Using a new thermodynamic parameter set of the Si–As system, the model can, with the introduction of three new adjustable parameters, fit the available experimental data. Note that the difference between LI et al’s model and other discussed models [12,13] is of the order of the error of the experiment (Figs. 2 and 3 in Ref. [12] and Fig. 2 in Ref. [13]), that makes it difficult to judge which model provides more realistic description of the experiment. The model calculation of the interface thickness based on steady-state assumption gave unphysically large values at low interface velocity, which led to conclusion that the steady-state condition in KITTL et al’s experiments may not be achieved at these velocities [13]. To correct their steady-state model, LI et al approximated the solute
concentration in the solid phase at the interface by velocity dependent function for $v < 0.8$ m/s [12,13]. This corresponds to the present prediction that solidification in the KITTL et al’s experiments occurs in non-steady-state regime at $v > 0.8$ m/s. Note that the effective partition coefficients $K(v)$ predicted by the generalized solute drag model of LI et al [13] and the previous LNDM [9–11] (Eq. (7)) are nearly indistinguishable.

WANG et al [14] described the steady-state planar solidification of Si–As alloy using a maximal entropy production principle. They analyzed the phase diagram of the Si–As system and concluded that the steady-state planar solidification with $C_S^i = C_0$ is not possible for Si–9%As (mole fraction) alloy if $v$ is not sufficiently high. They also noticed that their prediction of the interface temperature $T$ based on the steady state approach is good for $v > 0.8$ m/s but that is not good for $v < 0.8$ m/s for any sets of parameters (Figs. 7(b) and 9(b) in Ref. [14]). These conclusions correspond to the present model, which predicts the non-steady-state regime at low interface velocity $v < v_0 = 0.8$ m/s (Figs. 3 and 4). The prediction of the effective partition coefficient $K(v)$ based on the maximal entropy production principle [14] is indistinguishable from the prediction of LNDM [9–11] (Eq. (7)).

Thus, the extended models [12–14] with allowance for solute drags, non-straight liquidus–solidus lines and maximal entropy production principle, may give more realistic solution at high interface velocity, but still have difficulties in describing low velocity regimes of Si–As alloy solidification due to steady-state assumption. The non-steady-state effects qualitatively change the behavior of the interface temperature versus the interface velocity function in the low velocity regime. The combination of the non-steady-state approach with the extended Si–As solidification models [12–14] is an interesting topic for future work and will be presented elsewhere. More experimental work and direct measurements of interface response functions and phase diagrams of Si–As alloys are required to confirm the results of theoretical modeling and distinguish between different physical effects.

It has been demonstrated in the previous sections that, despite the fact that the steady-state concept provides a useful tool for modeling alloy solidification [1–17], there are some difficulties in describing the low velocity regime with planar interface. Strictly speaking, from purely mathematical point of view, the steady-state takes an ‘infinite’ amount of time and distance to be achieved [1], but for many practically important applications, the finite characteristic time $t_0$ and length $l_0$ to reach steady-state, Eqs. (9) and (10), respectively, are proved to be very useful approximation. But still in the low velocity limit $v \to 0$, both characteristic scales tend to infinity. This also confirms that in the low velocity regime, the steady-state is difficult to achieve and the initial transient effects should be taken into account for successful modeling of low velocity alloy solidification.

The steady-state solute concentration in the solid is $C_0$ for any value of interface velocity, whereas the steady-state concentration in the liquid at the interface depends on $v$ as $C_S(v) = C_0 / K(v)$. For low interface velocity ($v \to 0$), the steady-state solute concentration at the interface is $\lim_{v \to 0} C_S(v) = C_0 / K(v)$. The corresponding interface temperature for planar interface is equal to the solidus temperature $T = T_{eq}(C_0)$. In the equilibrium state, when the interface does not move ($v = 0$), the equilibrium liquid and solid solute concentrations are $C_S^{eq} = C_0$ and $C_S^{eq} = K_C C_0$, respectively. The corresponding equilibrium temperature $T(0) = T^{eq}$ is determined by the phase diagram of the alloy as the liquidus temperature for $C_S^{eq} = K_C C_0$, i.e., $T^{eq} = T^{solid}(C_0) = T^{solid}(K_C C_0)$. Thus, the steady-state planar interface temperature $T_i$ is not formally continuous in the limit $v \to 0$ because $\lim_{v \to 0} T_i = T(0)$. The difference between $T_i$ and $T^{eq}$ is $T^{eq}$ is equal to $m_l C_l (K_C - 1) / K_E$. The discontinuity seemingly arise because $\delta C_l \to \infty$ and $\delta l \to \infty$ at $v \to 0$ (Eqs. (9) and (10)), which implies that the steady-state solidification is practically impossible to achieve in the low velocity regime. Thus, in the low velocity regime, the steady-state approximation is not good enough for planar interface solidification, and one should use either an exact time-dependant mathematical formulation of the solute diffusion problem, or its appropriate approximation with allowance for the non-steady-state effects.

7 Conclusions

The steady-state approximation is a good tool for modeling alloy solidification with planar interface in many practically important situations. However, it requires the development of the solute boundary layer, implying the prior occurrence of an initial transient period. The smaller the values of the equilibrium partition coefficient and the interface velocity are, the slower the steady-state reaches, and the longer the transient period lasts. This is an important factor to bear in mind when applying steady-state theory to experiments involving low equilibrium partition coefficient and slow moving planar interface. In particular, it concerns the KITTL et al’s Si–As alloy solidification experiments [6–8], which is better
described by the non-steady state approximation at relatively low interface velocity when the initial transient effects play an important role. The local nonequilibrium diffusion effects shrink the initial transient period due to the decreased effective diffusion coefficient.
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Si–As 合金平界面凝固过程实验数据的新阐释
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摘 要: 建立一个分析模型来描述 Si–As 合金在测得的界面速率范围内的凝固过程。分析表明：在低界面速率下，凝固发生在初始瞬态。因考虑了高界面速率下的局部非平衡效应和在低界面速率下的稳态效应，这个模型与实验数据吻合较好。局部非平衡扩散效应缩小了初始瞬态过程，并导致了高界面速率下的无扩散凝固。
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