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ABSTRACT

The conventional two-dimensional Hough transform technique is generalized into a projection-based transform method by using the modified Radon transform for estimating a three-dimensional target tracks embedded in a time-sequential set of image frames. The targets of concern are dim, unresolved point targets moving along straight paths across a same field of view. Since the target signal-to-noise is low and the spatial extend of the target is less than a pixel, one must rely on integration over a target track which span over many image frames. Instead of processing the entire 3-D data set, a set of projections are taken using the modified 3-D Radon transform. The projection frames are processed further to extract the track parameters using the Hough transform. This projection-based method not only lowers the data dimensionality but maintains a comparable estimation performance to that of using the entire 3-D data by successfully incorporating all available knowledge obtained from the set of projections. The simulation results are presented for the synthetic and real infrared image sequences containing synthetically generated 3-D target tracks under various signal-to-noise conditions.

1. INTRODUCTION

In 1962, Hough\(^1\) introduced a method for detecting complex patterns of points in binary image data by determining specific values of parameters characterizing these pattern. Since then, the Hough transform has been extended to estimate the parameters of analytic curves in gray scale images\(^2\). One application area in which the Hough transform has been successfully used is tracking of airborne, point targets acquired by the satellite-based optical/infrared sensor arrays. For tracking unresolved point targets, two-dimensional digital image frames of the same field of view are collected at short, periodic intervals. The target, if present, is assumed to move approximately perpendicular to the sensor line of sight and moves through the field of view. If the target is in the field of view, it appears in a succession of frames as it moves while the background stays relatively constant. In each frame in which the target appears, it shows up in one or few pixels, depending on its size, its speed, and the point spread function of the optics. The acquired set of image sequences contain noise and, if there is a target, a signal of constant or time-varying amplitude.

Cowart et al.\(^3\) applied a traditional straight line finding Hough transform to detect non-maneuvering target tracks. Later, Padgett et al.\(^4\) extended Cowart et al.'s algorithm to allow for the detection of maneuvering circular target tracks using a generalized Hough transform. Each of these algorithms has been evaluated using a set of two-dimensional track map sequences. A track map sequence is obtained by projecting a preprocessed time sequence of image frames along the temporal direction onto one 2-D track map...
image. The track map may still contain some noise; however, it is assumed that the remaining noise is white. There is a limitation, however, in overall performance when using temporal projection to create a 2-D track map sequence from the original 3-D (spatio-temporal) image data, especially when the targets are dim. Even if the projection is performed optimally, it causes a significant reduction in the effective SNR as compared to the SNR of the original 3-D data. An alternative approach would be to process the entire 3-D volume of spatio-temporal data. This could potentially increase the detection and tracking performance somewhat but at the expense of significant more computation. This paper presents an extension of the Hough transform-based algorithm based on the modified Radon transform. The presented projection-based method effectively circumvent the shortcomings of the 2-D track map sequences while maintaining a much lower computation than that of processing the entire 3-D volume.

2. PROJECTION-BASED HOUGH TRANSFORM

In this section the derivation of a projection-based Hough transform algorithm is presented. Here, the Radon transform provides a method for obtaining sets of projections at arbitrary angles. Computing the Radon transform consists of computing the projections of an image along a particular pattern, e.g., a straight line. Mathematically the problem can be stated as follows. Let \( T(x, y, t) \) represent a three-dimensional function. The integral of \( T(z, y, t) \) along this ray may be expressed as

\[
P(k_\phi, t) = \int_{\text{plane}} T(x, y, t) dx 
= \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} T(x, y, t) \delta(ycos\phi - zsin\phi - k_\phi) dz dy dt
\]

The two-dimensional function \( P(k_\phi, t) \) as a function of \( k_\phi \) and \( t \) is the surface integral of \( T(x, y, t) \) over the plane for angle \( \phi \). The function \( P(k_\phi, t) \) is the three-dimensional Radon transform of \( T(x, y, t) \).

Instead of using surface integration as in Eq. 2, the maximum value projection method is to be applied in this implementation as follows:

\[
P_m(k_\phi, t) = F_\phi[T(x, y, t)] = \max[T(x, y, t) \delta(ycos\phi - zsin\phi - k_\phi)], \quad \forall t
\]

\( P_m(k_\phi, t) \) denotes a set of parallel projections taken along a series of parallel planes defined by Dirac-delta function. \( P_m(k_\phi, t) \) as a function of \( k_\phi \) and \( t \) for a given value of \( \phi \) will be referred to as the parallel projection of \( T(x, y, t) \) for angle \( \phi \) (see Figure 1).

Another unique set of parallel projections can be taken along

\[
k_\psi = tcos\psi - ysin\psi
\]

which leads to

\[
P_m(k_\psi, x) = F_\psi[T(x, y, t)] = \max[T(x, y, t) \delta(tcos\psi - ysin\psi - k_\psi)], \quad \forall x
\]
Three-dimensional Radon-like projection space \( P_n(k_\phi, t) \).

Theoretically, increasing the number of projections improves the performance of the estimation, but increases the cost of computation. Any desired number of projections can be taken uniformly or non-uniformly given \( 0 \leq \phi \leq \frac{\pi}{2} \) and \( 0 \leq \psi < \frac{\pi}{2} \). In the following, let the number of projections be \( M \) and \( N \) for Eq. 3 and Eq. 5, respectively.

Once a set of the parallel projections are obtained using the forward projection defined by Eq. 3 and/or Eq. 5, the straight-line track parameters for each of the parallel projection frames are estimated using the 2-D Hough transform. An estimate of the 3-D target trajectory in 3-D is obtained by back-projecting the \( M + N \) 2-D track parameters estimates \( (\rho_\phi', \theta_\psi')_{i=0,1,...,M-1} \) and \( (\rho_\phi'', \theta_\psi'')_{j=0,1,...,N-1} \). The back-projection shown in Figure 2 is defined as follows:

\[
T'(z, y, t) = \sum_i F_{\phi}^{-1} [T_\phi'(k_\phi, t)] + \sum_j F_{\psi}^{-1} [T_\psi'(k_\psi, z)]
\]

where \( T_\phi'(k_\phi, t) \) and \( T_\psi'(k_\psi, z) \) are the estimated two-dimensional target track functions obtained by the inverse Hough transforms

\[
T_\phi'(k_\phi, t) = k_\phi \cos \theta_\psi' + t \sin \theta_\psi' - \rho_\phi' = 0,
\]

and

\[
T_\psi'(k_\psi, z) = k_\psi \cos \theta_\phi'' + z \sin \theta_\phi'' - \rho_\psi'' = 0,
\]

and \( T'(z, y, t) \) is the reconstructed three-dimensional target trajectory function using parallel back-projection along two sets of parallel projection planes defined by the Dirac delta functions in Eq. 1 and Eq. 4.

The accuracy of three-dimensional target track estimation solution is limited by the input image frame signal-to-noise ratio and the discretization errors (data sampling and quantization). Discretization errors occur when the data is recorded discretely and when there is a projection onto a plane that is not parallel to one of the spatial or temporal planes.

Figure 1: Radon-like forward parallel projection.
2.1 Analytical Bounds on the Hough Space Errors

The analytical bounds on the Hough space parameter errors that are introduced by image space noise contamination is summarized. The complete derivation can be found in Rajala et al.6.

Assuming a 3-D volume of image data is generated from a time-sequence of 2-D image frames, a set of parallel projection frames can be obtained from the 3-D volume. A target track (line) in a 2-D projection frame is modeled by:

\[ \rho = z \cos \theta + y \sin \theta, \quad (9) \]

where \( z \) and \( y \) are the image domain coordinates for an arbitrary 2-D projection and \( \rho \) and \( \theta \) are the corresponding Hough space parameters. If the data are noisy, there will be errors in the estimates of the Hough space parameters. The objective of this section is to determine the bounds on the errors for \( \rho \) and \( \theta \). In general, the amount of error will depend on the geometry of the track (see Figure 3).

2.2 Error Bound on \( \hat{\rho}_i \)

A bound on the estimate of \( \rho \) can be specified as a function of \( \theta \) as follows:

\[ (z_i + K \Delta z_i) \cos \theta + (y_i - K \Delta y_i) \sin \theta \leq \hat{\rho} \leq (z_i + K \Delta z_i) \cos \theta + (y_i + K \Delta y_i) \sin \theta, \quad (10) \]

where \( \hat{\rho} \) is the estimate of \( \rho \).
Consider the problem geometry shown in Figure 3. Here

\[ \rho_{UL} \equiv \text{upper bound of estimate } \bar{\rho}_i \]
\[ \rho_{LL} \equiv \text{lower bound of estimate } \bar{\rho}_i \]

The bound on the estimate of \( \rho_i \) is as follows:

1. For \( 0 \leq \theta \leq \frac{\pi}{2} \):
   \[ |\Delta \rho_i| \leq |\rho_i - \bar{\rho}_i L| = |\rho_i - \bar{\rho}_i U| \leq K \sqrt{\Delta x_i^2 + \Delta y_i^2 \cos |\theta_i - 45^\circ|} \tag{11} \]

2. For \( \frac{\pi}{2} < \theta < \pi \):
   \[ |\Delta \rho_i| \leq K \sqrt{\Delta x_i^2 + \Delta y_i^2 \cos |\theta_i - 135^\circ|} \tag{12} \]

3. For \( \frac{3\pi}{2} < \theta < 2\pi \):
   \[ |\Delta \rho_i| \leq K \sqrt{\Delta x_i^2 + \Delta y_i^2 \cos |\theta_i - 315^\circ|} \tag{13} \]

Combining these three results,
\[ |\Delta \rho_i| \leq \sqrt{\varepsilon_1^2 + \varepsilon_2^2 \cos |\delta|} \tag{14} \]
where,

\[
\delta = \begin{cases} 
\theta_i - 45^\circ, & \text{for } 0 \leq \theta_i \leq \frac{\pi}{2} \\
\theta_i - 135^\circ, & \text{for } \frac{\pi}{2} < \theta_i < \pi \\
\theta_i - 315^\circ, & \text{for } \frac{3\pi}{2} < \theta_i < 2\pi 
\end{cases}
\]  

(15)

If we assume \( \epsilon = \epsilon_1 = \epsilon_2 \leq K \Delta x_i = K \Delta y_i = K \), (that is, \( \Delta x_i = \Delta y_i = 1 \)) then,

\[
|\Delta \rho_i| \leq K \sqrt{2} \cos |\delta|
\]

(16)

2.2 Error Bound on \( \rho_i \)

Assuming the length of the actual target track is \( L \), the upper and lower estimation error bounds on \( \rho_i \), with \( \delta \) defined as in Eq. (15). The error bound for \( \rho_i \) can be expressed as follows:

\[
|\Delta \rho_i| = |\theta_i - \bar{\theta}_i| \leq \frac{\pi}{2} - \tan^{-1} \left( \frac{L}{\sqrt{2}\epsilon_1^2 + \epsilon_2^2 \cos |\delta|} \right)
\]

(17)

Again consider the case when \( \epsilon = \epsilon_1 = \epsilon_2 \leq K \Delta x_i = K \Delta y_i = K \). Then,

\[
|\Delta \rho_i| \leq \frac{\pi}{2} - \frac{L}{2K\sqrt{2} \cos |\delta|}
\]

(18)

3. SIMULATION RESULTS

Two classes of image data sets were used in the target tracking system simulation. The first one is a synthetically generated image with a constant background. From this synthetic data, a sequence of image frames are composed to create a 3-D data set. The second one is a 3-D data set which is made of real infrared data provided by NRL (HiCamps). Two noise free images taken from the HiCamps are shown in Figure 4. The data set has a frame size of 32 x 32 pixels and up to 45 (diagonal) frames in the temporal direction in order to accommodate the longest possible track of a target moving at a speed of one pixel per frame. Since a 3-D data set with a real target is not available, the target points are also synthetically generated and superimposed on the sequence of image frames as a test target trajectory. Under the assumption that a target is containable to a pixel (target spatial extend less than a pixel), a target point along the 3-D line trajectory is added to each one of frames of the 3-D data as follows:

\[
S_{i,j,k} = \begin{cases} 
\alpha C + (1 - \alpha)B_{i,j,k} & \forall i,j,k \in T(z,y,t) \\
0 & \text{otherwise}
\end{cases}
\]

(19)

\( S_{i,j,k} \) is an intensity function that has a value of zero except at the location of the target. \( C \) is target signal intensity (set as a constant for a preliminary experiment) and \( B_{i,j,k} \) is a background pixel intensity that may take a value from 0 to 255. The variable \( \alpha \) \((0 \leq \alpha \leq 1)\) controls the target intensity contribution to the pixel, i.e., for \( \alpha = 1 \), the target intensity \( C \) completely replaces the whole pixel. To observe the algorithm with a dim target, we set \( \alpha \) at 0.45. An additive, white Gaussian noise with a certain variance is finally added to above created noise free 3-D data sets.
As a measurement of the algorithm performance, the pixel signal-to-noise ratio is used. The pixel SNR is defined as follows:

\[
\text{SNR} = 10 \log_{10} \left( \frac{\alpha^2 \cdot \sum_{i,j,k \in T(x,y,t)} [C - B_{i,j,k \in T(x,y,t)}]^2}{\sigma_n^2} \right)
\]

where \( L \) is the total number of target points (frames) in the 3-D volume of data; \( \alpha \) is the target signal contribution factor; \( C \) is the target signal intensity; \( B_{i,j,k \in T(x,y,t)} \) is a set of background pixel values along the target trajectory \( T(x,y,t) \); and \( \sigma_n^2 \) is the variance of the additive, white Gaussian noise.

First, the simulation was run on a sequence of synthetic data to evaluate the performance of the projection-based algorithm for a number of different combinations of signal-to-noise ratios, projections, and target frames. In this stage the two-dimensional track parameters \( (\rho, \theta) \) were estimated in a 2-D space to test if the projection-based algorithm is justifiable. This was done by taking a projection of the 3-D reconstructed volume of the estimated 3-D track along the temporal direction onto the xy-plane. The 3-D test track has the 2-D Rough parameters at \( \rho = 28 \) and \( \theta = 45^\circ \) on the xy-plane. The simulation results are summarized in Table 1. While the SNR changes from the relatively high value (14.1 dB) to the low value (5.6 dB) given 13 to 19 time-sequential frames of data, the algorithm performance was tested for two (2 and 6) different number of projections. When the SNR is above the 10 dB, the number of projection is not the factor if the number of projection is 2 or more. However, as the SNR sinks below 8 dB, the target tracking system performance gets comparably better with higher number of projections (5-6).

Furthermore, the simulation was run to estimate the three-dimensional linear track parameters using the sets of time-sequential frames taken from the HiCamp sequence I. The test target track has the 3-D parameter vector at \( (1.00, -1.00, 1.00) \) in \( x, y, \) and temporal direction, respectively. Figure 5 shows one of the typical projection-based 3-D target track estimation procedure using the the 3-D reconstructed volume, which is the back-projection of the set of estimated 2-D tracks from each one of projection frames. On the contrary, the simulation objective was to determine the average number of projections required for reliable
Table 1: 2-D Hough parameter estimation of a target track with true parameters \((28, 45°)\) in a sequence of a synthetic image data: The track estimation performance is tested for a number of different combinations of the pixel SNR (dB), target frames, and projections (PROJ). Better 2-D track estimation performance was observed overall given 6 projections than that of 2 projections for SNRs below 8 dB.

3-D track parameter extraction. The tracking accuracy was measured in terms of the average error distance from the true 3-D trajectory. Figure 6 shows the results for two different values of signal-to-noise ratio. From the simulation, it was determined that an average error distance below 1.0 yielded reliable 3-D parameter estimates. In other words, the projection-based algorithm for the 3-D target tracking requires minimum of 4 projections or an average of 6-7 projections given 23 frames of data. As shown in Figure 6, good 3-D target tracking performance was observed for SNRs down to 7.0 dB. The performance does depend on the variation of the image background and the formation of target track.

From the simulation, it is evident that at low SNR's the algorithm performance degrades as the number of frames decreases and/or the number of projections decreases. However, for the three-dimensional track parameter estimation using a reconstructed 3-D track volume, a reliable track parameter extraction was performed down to an average pixel SNR of 7-8 dB with 6-7 projections and 20-23 frames of data.

4. CONCLUSION

The generalised projection-based Hough transform algorithm for tracking dim, unresolved target tracks was presented. The modified 3-D Radon transform was used as a tool to project a time-sequential set of the infrared image frames into two sets of 2-D projection frames of data. The sets of 2-D projection frames were further processed using the 2-D Hough transform to obtain the estimate of the 3-D track parameters. For the dim target, the presented projection-based algorithm had a superior tracking ability compared with that of using the track map sequences taken only along the temporal direction; and the estimation performance was comparable to that of processing the entire 3-D volume of data at a highly reduced number of computation. Simulation results showed that good tracking of a 3-D target trajectories is possible down to the SNR of 7 dB given twenty-three frames although fewer number of frames were required to obtain the correct parameters at higher SNRs. Because the projections can be taken in an arbitrary angle in parallel and the Hough transformation are performed on each projection frame separately, the tracking computation can be distributed using a parallel computing architecture such that the track parameters are real-time obtainable.
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Figure 5: 3-D target track estimation (gray points) from the reconstructed 3-D track volume (small dark points) when the true 3-D trajectory (big dark points) vector is at (1.00, -1.00, 1.00) in x, y, and temporal direction, respectively, given 23 frames of data for the SNR of 7.0 dB: The estimated 3-D linear target track has a 3-D vector at (1.00, -1.02, 1.07); and it is on the average of less than 0.86 pixel distance from the true target trajectory.
Figure 6: The 3-D target track estimation performance in terms of average error distance between the true and the estimated 3-D linear trajectory for the different number projections with respect to the SNR values of 7.0 dB and 12.2 dB. 19 and 23 frames of the Hicamp sequence I were used with the true 3-D target trajectory vector at (1.00, -1.00, 1.00) in x, y, and temporal direction for each different SNR. For reliable tracking performance, it requires at least 6-7 projections with over 20 frames of data when the target is dim (SNR below 8 dB).