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Abstract: The increasing use of artificial agents such as bots, automated trading systems, and the like, in e-commerce and financial markets, has sparked a lively doctrinal debate in the legal academy and amongst international legislative bodies about the legal standing of the contracts that such agents might enter into during the course of their activities. In this article, we examine some putative solutions to the “contracting problem” and argue that its most satisfying resolution—along the legal and economic dimensions—lies in granting artificial agents a limited form of legal agency. Such a move is not only prompted by the ever-increasing autonomy and technical sophistication of today’s artificial agents but also by the better liability protection it enables for the human and corporate principals of artificial agents.
1.1 Introduction

Artificial agents, and the contracts they make, are ubiquitous. Every time we interact with a shopping website we interact with a more or less autonomous artificial agent that queries the operator’s database, uses our input to populate it, and sets out the terms of the transaction. Other than establishing the rules the artificial agent must follow during transactions with customers, the operator does not exercise direct control over the agent’s choices in particular cases, at least until the operator has a chance to confirm or reject the transaction entered into.¹ Websites which offer users agent-like functionality for their use in their activities online (such as comparing and recommending products, vendors and services) are becoming increasingly common.² Current research programs in artificial intelligence aim to enhance the sophistication of agent systems for use in complex negotiation situations, as simulated in the Trading Agent Competition.³ Common

---

¹ A simple example is the functionality of the ebay.com auction website, which will bid as required up to the user’s maximum bid on behalf of the user so as to minimize the winning amount the user must pay.

² (Fasli 2007, 3-35; Krulwich 1996, 258-263; Guttmann, Moukas, and Maes 1999, 70-90; Menczer et al. 2002, 1001-1008; Doorenbos, Etzioni, and Weld 1997, 39-48; Linden, Smith, and York 2003, 76-80). Discovery tools quickly compile information about goods and services provided by a multitude of online vendors, allowing consumers to make more informed choices [Wan et al., 2003]. An agent like system for helping its users with “recommendations of legal normative instruments” is described in (Drummond and Girardi 2008, 175-207)

³ (Wellman et al. 2003; Arunachalam and Sadeh 2004; Lee, Greenwald, and Naroditskiy 2007, 1378-
examples of more autonomous artificial agents are the automated trading systems employed by investment banks\(^4\) which “use intelligent algorithms that respond to market

1383). The Proceedings of the TAC are a rich source of material on state of the art research projects in trading agents. Further, see (Raz et al. 2008, 823-851) for an example of an agent architecture capable of negotiating with (and outperforming) humans, and (Liao et al. 2007, 311-331) for a description of a system that can “can learn and infer [from GPS data] a user’s daily movements through an urban community” and can be used as the basis of an agent architecture that aids “cognitively-impaired people use public transportation safely.” Weitzenbock (Weitzenböck 2004, 83-110) outlines some recommendations for agent design so that their functioning might reflect principles of good faith negotiation prevalent in civil and common law jurisdictions. There are too, attempts to devise a framework for agent-to-agent contracting (Glushko, Tenenbaum, and Meltzer 1999, 106-114); a discussion on its legal implications may be found in (Gillette 2000, 1431).

\(^4\) Examples include Goldman Sachs’ Sigma X (http://www.efinancialnews.com/usedition/index/content/534746), Piper Jaffray’s Fusion (http://www.piperjaffray.com/2col_largeright.aspx?id=275) and Credit Suisse’s Guerilla (http://www.wallstreetandtech.com/advancedtrading/showArticle.jhtml?articleID=172900007). (Stoll 2006) suggests such automated trading “has reduced transaction costs and improved the accuracy of price signals, contributing to an overall increased efficiency of stock markets. Automated traders can analyze several years’ news stories for the effect of headlines on market movements, and to then those patterns to trade on the latest news developments (van Duyne 2007). An early report on e-commerce agents may be found in (Maes, Guttman, and Moukas 1999, 81). An early report on the use of such technology (on “program trading” to automate the decision to place securities trades for large institutional traders) may be found in SEC Staff Study, Trading Analysis of October 27-28, 1997 <http://www.sec.gov/news/studies/traderep.htm>; SEC Division of Market Regulation, The October 1987 Market Break 1-7 (Feb. 1988). A research project to equip such trading agents with evolutionary algorithms
information in real time using short-term predictive signalling techniques to determine the optimal execution timing, trading period, size, price and execution venues, while minimizing market impact."

In the electronic networked market place, agents are both common and busy. Rarely is a contract concluded on the Internet without the deployment of some sort of electronic intermediary.

1.2 The Contracting Problem

A traditional statement of the requirements of a legally valid contract is as follows:

(1) there must be two or more separate and definite parties to the contract;

(2) those parties must be in agreement, that is, there must be a consensus ad idem;

(3) those parties must intend to create legal relations in the sense that the promises of each side are to be enforceable simply because they are contractual promises;

(4) the promises of each party must be supported by consideration, i.e. something valuable given in return for the promise.

is (Subramanian et al. 2006). A theoretical analysis of automated markets and trading agents may be found in (Mackie-Mason and Wellman 2006); an empirical study may be found in (Yi, Yu, and Stone 2004).


6 Halsbury’s Laws of England (4th edn) Vol. 9 para 203, paragraph breaks added; cf Restatement (Second) of Contracts, § 3.
These traditional requirements can give rise to difficulties in accounting for contracts reached through artificial agents. There is, thus, a lively doctrinal debate as to how the law should account for contracts that are concluded in this way.  

Most fundamentally, doctrinal difficulties stem from the requirement (1) that there be two parties involved in contracting: as artificial agents are not considered by current law to be legal persons, they are therefore not parties to the contract. Therefore, in the case of a sale brought about by means of an artificial agent, only the ultimate buyer and seller can be the relevant parties to the contract. This in turn entails difficulties in satisfying requirement (2) that the two parties should be in agreement, since in many cases one party will be unaware of the terms of the particular contract entered into by its artificial agent. Furthermore, in relation to the requirement (3) that there should be an intention to form legal relations between the parties, a similar issue arises: if the agent’s principal is not aware of the particular contract being concluded, how can the required intention be attributed?

---

7 This intention is sometimes referred to as the *animus contrahendi*.

1.3 Possible Solutions to the Contracting Problem

1.3.1 Closed Systems as a Way to Solve the Contracting Problem

In so-called “closed systems”, where rules and protocols of interaction are specified in advance, doctrinal difficulties about the formation of contracts by artificial agents can, at least in theory, be addressed through the use of ordinary contractual terms and conditions, which govern in detail when and how contracts can be formed by electronic means.

This solution would require at least two separate contracts: the first, “master” agreement, and the second or subsequent particular contract governing a sale or other transaction (such as the granting of a license for music).\(^9\) Besides settling the question of the existence of the particular contract, the terms of such a master or “umbrella” agreement could be used for addressing issues such as the time of contract formation, or the choice of governing law or appropriate forum for resolving disputes.

Some websites, accordingly, seek to avoid doctrinal problems by requiring the user to accept that a binding contract will be formed. For example, when using the eBay.com bidding agent, users are warned before placing bids that the auction will result in a legally binding contract between the highest bidder and the seller.\(^10\)

An important category of such contracts are embodied in the rules of various trading

organizations (such as stock exchanges). Members are typically bound by such rules not only with regards to the organization in question but vis-à-vis each other. Such rules sometimes contain provisions explicitly validating contracts concluded by electronic means.¹¹

In the reverse case, a website’s terms and conditions can seek to avoid the doctrinal issues by preventing the creation of a contract that might need to be explained. For example, a number of shopping websites’ terms and conditions provide:

Your order represents an offer to us to purchase a product which is accepted by us when we send e-mail confirmation to you that we’ve dispatched that product. ... That acceptance will be complete at the time we send the Dispatch Confirmation E-mail to you. ¹²

Here, the software with which the user interacts does not conclude contracts for the seller. Rather, the seller’s (human) dispatch clerks confirm the dispatch, including presumably a cursory check to ensure the price is not mistaken.

Such strategies introduce another contract that itself needs to be explained, often referred to as “browsewrap” contracts, by analogy with the “shrinkwrap” contracts

¹¹ For example, see provision G 2101 of the London Stock Exchange rules (at http://tinyurl.com/2hsa2c) (last accessed [20 October 2008]).
¹² These conditions were originally found at Amazon’s UK website (http://amazon.co.uk) but are no longer found there (last accessed 20 October 2008). Similar formulae can be found on a number of shopping websites. Amazon’s terms and conditions do, however, specify that prices are only indicative; it seems to follow implicitly that contracts are not formed immediately through its website but are dependent on confirmation of an order by Amazon.
formed when users purchase shrink-wrapped software containing license conditions. In theory, “browsewrap” contracts should be doctrinally easier to justify, since the terms governing them will usually be static in nature, and the artificial agent communicating them to users will have no, or very limited, autonomy in “tweaking” those terms for individual users.

However, such an appeal to governing conditions in the case of websites is of limited usefulness, for two reasons. First, the enforceability of “browsewrap” contracts is itself a matter of ongoing controversy. Generally speaking, unless the user is obliged to peruse the browsewrap conditions before transacting, there will arise no binding contract. Most important internet retailers do not adhere to these conditions; second, whenever an electronic agent tweaks such conditions according, for example, to the geography or language of the user, there arise the same doctrinal questions as for the underlying contract as are intended to be avoided (given that the agent’s operator has no independent knowledge of the particular transaction).

For these reasons, and for inherent doctrinal interest, we must explore how the unilateral offer doctrine could justify contracts entered into by artificial agents in the absence of a master agreement.

13 (Lemley 2006, 459-483); (Mann and Siebeneicher 2008, 984).

1.3.2 Possible Solutions to the Doctrinal Problem in Open Systems

The first four potential solutions to the contracting problem in open systems involve minor changes to the law, or suggestions that existing law, perhaps with minor modifications or relaxations, can accommodate the problem. The fifth is more radical and involves treating artificial agents as legal agents without legal personality; the sixth, the most radical, proposes according artificial agents legal personality. The fifth and sixth potential solutions are collectively referred to as the “agency law approach”.

In examining the doctrinal rigor and fairness of outcome of each possible solution, we will seek to establish a treatment capable of dealing with a wide range of abilities on the part of artificial agents. We should not, in choosing an appropriate legal doctrine, reflect a technological situation for all time when the technology in question is evolving rapidly.

Typically, artificial agents actually deployed today have no discretion as to the contracts they finalize; their behavior in response to a particular universe of possible user input is specified by rules embodied in a computer program that instantiates the agent. While they may make choices about contractual terms, these tend to be rather limited in scope; for instance, an agent might calculate the cost of the item to be bought by reference to rules about the location of the user, postal charges, taxes and so on. Most of the doctrinal solutions offered are capable of dealing with artificial agents of this kind. However, as the degree of operational autonomy of a given artificial agent increases,
some of the solutions lead to counter-intuitive results in the kinds of situations these agents would participate in, while others become more defensible.

Consider an artificial agent that calculates the credit limit to accord to a credit card applicant, by reference to factors such as credit history, income, assets, and the like. The rules such an agent applies are embodied in the agent’s control program; in this sense the agent has no discretion. However, for risk-assessment agents that employ more sophisticated decision-making mechanisms using statistical or probabilistic machine learning algorithms, there may be no strictly binary rules which determine the outcome.\textsuperscript{16} It is the combination of relevant factors, and the relative weights the system accords them, that determines the outcome. Agent architectures are capable of learning and adapting over time: a credit card risk assessor might learn which users eventually turned out to have bad credit records and adjust the weightings accorded the various factors pertaining to the applicant’s situation.\textsuperscript{17} While conceptually such agents are still rule-

\begin{itemize}
    \item \textsuperscript{15} See Section [1.4].
    \item \textsuperscript{16} (Galindo and Tamayo 2000, 107-143; Yu et al. 2008)
    \item \textsuperscript{17} (Yu et al. 2008) point out that “[A]n increasing number of credit scoring models have been developed as a scientific aid to the traditionally heuristic process of credit risk evaluation.…linear discriminant analysis…logit analysis…probit analysis…linear programming…integer programming…k-nearest neighbor…classification tree…artificial neural networks…genetic algorithm…support vector machine…neuro-fuzzy system…were widely applied to credit risk analysis tasks. ”
\end{itemize}

The Proceedings of the International Conference on Autonomous Agents and Multi-Agent Systems, and the Workshops on Agent-Mediated Electronic Commerce are but two of the many forums where state of the art research in the implementation of various theoretical techniques may be found. See the special
bound, heuristically, that is, from the point of view of explaining the agent’s behavior, it could be said to be exercising discretion as to how much credit to extend.

An agent with discretion and exercising it in a predictable way is consistent with the idea that, had the principal considered the matter herself, she might have reached a different decision. It may be, for example, that a credit-card application agent’s program takes no account of information about a user known to the principal and which would have made the principal reach a different decision. Of relevance here is the concept of authority deriving from agency law, which circumscribes the authority the agent has to make decisions on behalf of the principal. Implicit in the existence of that authority is the discretion to take decisions the principal herself would not have taken. Thus, **prima facie**, artificial agents concluding contracts on behalf of the corporations or users that deploy them are functioning like legal agents.

---

issue of Artificial Intelligence titled “Foundations of Multi-Agent Learning”, Volume 171, Issue 7, Pages 363-452 (May 2007) edited by Rakesh Vohra and Michael Wellman for a collection of papers summarizing current research on co-operating and competing agents capable of a variety of learning techniques. US patents numbers 6449603, 6038556, 6341960, 6751614, 5852814, 6917926, all provide for intelligent agents deploying a number of learning techniques. An example of an autonomous learning agent working in the online community LambdaMOO may be found in (Isbell, Charles Lee Jr. et al. 2001, 36-41); descriptions of autonomous bidding agents may be found in (Stone 2007, 13-20; Stone et al. 2001, 189-206); a full survey is available in (Wellman, Greenwald, and Stone 2007).

18 For instance example, the applicant might possess non-economic attributes such as an important governmental post that would make the decision whether to extend credit a not purely commercial one.

19 See 1.3.2(e) below.
(a) Relax the Specificity of the Intention Requirements

Allan and Widdison suggest the most likely route courts would take to grant legal efficacy to contracts entered into by artificial agents would be to relax the requirement that the intention of the parties must be referable to the offer and acceptance of the specific agreement in question.20

While superficially appealing, this solution leaves too much to be explained. Even if the requisite intention need not be referable to a specific agreement, we still need to understand in doctrinal terms how a contract could emerge from an interaction between a user who seeks a particular contract and an operator who has only a “generalized intent” or who, more likely, has nothing resembling an intention, but only sets certain rules or parameters for the agent to follow. For this reason, we discard this solution.

(b) Agents as “Mere Tools”

Most current approaches to the problem of electronic contracting, including legislative solutions such as Uniform Computer Information Transactions Act (UCITA), treat artificial agents as mere tools or means of communication of their principals.21 All actions of artificial agents are attributed to the agent’s principal (whether an operator or a user), whether or not they are intended, predicted, or mistaken. On this basis, contracts entered into through an artificial agent always bind the principal, simply because all acts

20 (Allan and Widdison 1996, 25-52 p. 43-44)

of the artificial agent are treated as acts of the principal. This is a stricter liability principle than that which applies to human agents and their principals, where the doctrine of authority limits those actions for which the principal is required to take responsibility. Such a liability principle might not be fair to operators and users who could not “anticipate the contractual behavior of the agent in all possible circumstances” and could not reasonably be said to be assenting to every contract entered into by the agent.

Extensive legal change would not be required in order to implement this approach; it appears commonsensical and captures intuitions that reflect the present limited capacity of agents to act autonomously. However, there is good reason to think this approach will not lead to satisfactory results in all cases.

Firstly, the approach involves an unsatisfactory legal fiction by which an agent is treated as a “means of communication” of the principal. In many realistic settings, such as that of a modern shopping website, the principal cannot be said to have a pre-existing “intention” in respect of a particular contract which is “communicated” to the user. Most likely, in the case of a human principal, the principal has knowledge only of the rules the artificial agent adopts. If the agent’s price list is downloaded from another source, the

22 (Lerouge 2000, 403-433; Weitzenboeck 2001, 204-234)
23 (Sartor 2002)

24 Just how limited this capacity is taken to be is evident in the fact that this liability principle would be the same as that applies to owners of cars (Lerouge 2000, 403-433; Andrade et al. 2007, 357-373). See also the discussion in Section [1.4.1] which considers the extent to which existing legislation dictates this approach.
principal will not necessarily even be aware of the prices of goods for sale. In the case of a corporate principal, the human agents of the corporation might rely on the artificial agent to know the applicable prices and terms. In such a setting, the artificial agent, far from being a “mere tool of communication” of the principal, is itself the means by which the principal’s intention with respect to particular users is constituted. Treating an agent as a “mere tool of communication” simply does not capture the essence of such transactions.

Secondly, wherever there is discretion (in the sense explained above)\(^{25}\) on the part of the agent, there is the possibility of communicating something on behalf of the principal, which, had the principal had the opportunity to review the communication, would not have been uttered. In such circumstances, to treat the agent as a tool of communication of the principal is an unsatisfactory legal fiction.\(^{26}\)

In some circumstances, it should be obvious to a user that the artificial agent is acting in a faulty manner in making an offer to enter a particular contract. Intuitively, it appears unfair to bind the principal to a contract which the user would not believe the principal would ever assent to.

(c) The Unilateral Offer Doctrine

The third possible solution, which addresses difficulties (2) and (3) above, deploys

\(^{25}\) Introduction to Section [1.3].

\(^{26}\) (Andrade et al. 2007, 357-373) notes that the theory of legal fictions is rejected by civil law scholars.
the unilateral offer doctrine of contract law. Under this doctrine, contracts can be formed by a party’s unilateral offer addressed to the whole world, together with assent or acceptance, in the form of conduct stipulated in the offer, by the other party. Competitions open to the public, and terms and conditions of entry to premises, are among the most common examples of unilateral contracts.

The theory of unilateral contract underwrites the “shrink-wrap” and “click-wrap” licenses under which most commercial consumer software is delivered today. A shrink-wrap contract relates to the purchase of software in material form (usually, on a CD or DVD). The license agreement generally explains that if the purchaser does not wish to enter into a contract, he or she must return the product for a refund, and that failure to return it within a certain period will constitute assent to the license terms. Courts have generally held these licenses to be enforceable. Similarly, a “click-wrap” license draws

27 See Great Northern Railway v. Witham (1873) LR 9 CP 16. (Court of Common Pleas) and Carlill v. Carbolic Smoke Ball Company [1893] 1 QB 256 (English Court of Appeal). See also (Blum 2007) § 4.12.3

28 Einhorn terms it a “reverse unilateral contract” as it “consists of an offer of performance for a promise rather than an offer of a promise for a performance.”

29 Specht v. Netscape Communications Corp, 306 F.3d 17 (2d Cir. 2002)

the user’s attention to the license conditions, and requires him or her to assent to those conditions by clicking on a button. These agreements are in principle enforceable, as the clicking is analyzed as the conduct specified in the offer by which the offer is accepted and the user’s assent to the license terms is manifested. 31

The theory of unilateral contract has also been used to explain contracts made by machines. The case of a parking ticket machine has been analyzed as follows:

The offer is made when the proprietor of the machine holds it out as being ready to receive the money. The acceptance takes place when the customer puts his money into the slot. The terms of the offer are contained in the notice placed on or near the machine stating what is offered for the money. 32

The theory can also be used to explain contract formation in the familiar vending machine case, where often the only terms displayed are the price of the item. 33 Applying the theory by analogy to artificial agents presents no difficulties where the artificial agent merely communicates a set of pre-existing conditions specified by the operator to the user (for example, by displaying them on a website). In such a case, the artificial agent acts as a mere instrument of communication between operator and user, analogous to the notice

31 ProCD, Inc. v. Zeidenberg, 86 F.3d 1447, 1450 (7th Cir. 1996)
32 Thornton v Shoe Lane Parking Ltd [1971] 1 All ER 686 (English Court of Appeal). per Lord Denning MR at 689.
33 (Christensen 1991, 3) at section 5.2.3.
in the parking-ticket case.

Note that in the parking ticket machine example the seller does not assent to the terms of every particular contract, since the seller is unaware of each particular sale. Rather, the doctrine allows a general offer to enter contracts of a particular kind, communicated to the offeree, to be translated into contracts that satisfy the doctrinal conditions (2) and (3) for agreement *ad idem* and intention to contract. Thus, unilateral contracts can be many-to-one as well as one-to-one. In the parking ticket machine example above, where the parking is paid for in advance parkers might, depending on the number of coins introduced, effectively choose their permitted parking time. Each parking contract would then contain a different term as to duration. As long as the machine operator has assented to a rule for determining the terms of particular contracts which is notified in advance to users (i.e., a rate or rate(s) by which parkers are charged), there is no need for the operator to turn his or her mind to all possible durations.\(^3\)

But where the artificial agent plays a role in determining the content of the offer for a particular contract, it is not clear the unilateral offer doctrine can explain contract formation. Most shopping websites do not communicate terms and conditions of all possible contracts in advance (unlike the parking machine example). For a particular transaction, the total combination of factors such as price, shipping charges, sales tax or special discounts is often only revealed when the user is close to the “checkout” phase of finalizing the transaction, and parameters such as the user’s age and location have been

\(^3\) In this sense, the unilateral offer doctrine does the work of the first solution above, rendering it potentially unnecessary.
determined by the agent. Depending on the geographical location of the user, the contractual terms or “boilerplate” can itself be adjusted, for instance so as to reflect language requirements or consumer law requirements of the user’s home jurisdiction. It is likewise easy to imagine a shopping website agent that gives discounts to frequent shoppers akin to loyalty schemes in non-internet retailing.

Unlike the parking machine example, which involves a simple, unchanging offer communicated directly by the principal, the usual shopping website setting involves a case of an offer communicated by the agent on behalf of the principal in response to the particular circumstances of the user.

While the doctrine of unilateral contract is useful and indeed necessary to understand how the offer leads to a contract by acceptance on the part of the user, it cannot explain the attribution of the offer to the principal, in the absence of a master agreement. And while master agreements can be formed by unilateral means, they have limited efficacy in curing doctrinal problems.  

(d) The Objective Theory of Contractual Intention

The fourth potential solution is to deploy the objective theory of contractual intention, on which a contract is an obligation attached by the force of law to certain acts of the parties, usually words, which accompany and represent a known intent.  

35 See section [1.3.1].

36 Judge Learned Hand summarized the objective theory of contracts in Hotchkiss v. National City Bank, 200 F. 287 [S.D.N.Y. 1911]).
subjective assent is not necessary to make a contract; the manifestation of intention to agree, judged according to a standard of reasonableness, is sufficient, and the real but unexpressed state of the first party’s mind is irrelevant. It is enough the other party had reason to believe the first party intended to agree.

Applying the doctrine to contracts made by artificial agents, the actions of the agent would constitute the “manifestation of intention to agree” referred to; that the principal’s intent was not directed to a particular contract at the time it was entered into is irrelevant.

Kerr suggests this doctrine has limitations and fails when:

…an offer can be said to be \emph{initiated} by the electronic device autonomously, i.e., in a manner unknown or unpredicted by the party employing the electronic device. Here it cannot be said that the party employing the electronic device has conducted himself such that a reasonable person would believe that he or she was assenting to the terms proposed by the other party.\textsuperscript{37}

However, we reject the relevance of the proposed distinction between the normal behavior of a shopping-website agent and the kind of autonomous behavior referred to. Even in a relatively straightforward shopping-website agent example, without anything resembling autonomous behavior, a “reasonable person” would not plausibly believe the principal “was assenting to the terms proposed by the other party”. At most, the reasonable person might believe the principal, if she turned her mind to the contract in question, would agree to it. This is equivalent to modifying the doctrine to refer to the principal’s assent to a class of possible contracts of the same kind as the particular contract entered into.

\textsuperscript{37} (Kerr 1999, 23)
Despite the possibility of amending the doctrine in this fashion, deploying the objective theory in this context makes a category mistake. The objective theory refers to the relationship between actions and intentions of a single actor: if those actions are such as conventionally to express a particular intention, that intention will be attributed to an actor employing those actions even if on a particular occasion the actor does not have those intentions. In order to explain contracts entered into by artificial agents, the theory seeks to provide a doctrinal bridge between the actions of the agent in manifesting assent, and the (presumed) intention of the principal referred to by those actions; it seeks to link the intentions of the principal with the actions of the agent. But unlike in the case of a single actor, in the artificial agent case the principal will never, or almost never, have a specific intention referable to a particular contract. The objective theory therefore is quite different in kind when deployed in this kind of instance.

Furthermore, seeking to relate the “manifestation of intent” on the part of the agent to an actual “contractual intention” of the principal, whether to a particular contract or a class of contracts, is misguided. The artificial agent is the means by which the principal both forms intentions with respect to particular contracts and expresses those intentions. For it is normally the artificial agent, rather than the principal, that is the best source of information as to particular contracts. In the case of a shopping website the artificial agent operating the website, or its associated “backend” databases, rather than any human agent of the principal, is the most authoritative source of information on the principal’s contractual relations. Further, it is perfectly possible for an artificial agent to be programmed so as to autonomously change the contractual terms offered to
counterparties, e.g. to reflect changes in market prices, without referring back to the principal. Reference to the principal’s intentions, whether in respect of a particular contract or a class of contracts, adds nothing to the description of the situation. It is the agent’s intentions, as revealed by its actions, which are the salient ones.

The next two solutions to the contracting problem give legal form to this insight by abandoning the search for a link between the actions of the agent and the intentions of the principal, and focus on the attribution of the contracts entered into by the agent to the principal by means of the doctrines of agency law. We refer to these solutions collectively as the “agency law approach”.

(e) Artificial Agent as Legal Agent without Legal Personality

The “unilateral offer” or “objective theory” doctrines should not, then, be used as attribution rules, whereby the actions of an artificial agent can be attributed to its principal. In current law relevant to human agents, this doctrinal work is done by the law of agency, which is intimately connected with the notion of the agent’s authority to act, rather than by a unilateral offer doctrine or the objective theory.

(i) The doctrine of authority

Under the law of agency, within the scope of the agent’s actual authority, legal acts committed by the agent on behalf of the principal, such as entering a contract or giving or

38 Dynamic pricing has long been of interest to the agent research community: see, for example, (Kephart, Hanson, and Greenwald 2000, 731-752; DiMicco, Greenwald, and Maes 2001, 95-104).
receiving a notice, become the acts of the principal. The doctrine extends to cases of apparent authority where the agent has no actual authority, but where the principal permits third parties to believe he or she has authority.

The central doctrine of agency law is the complex and multifaceted concept of authority:

In respect of the acts which the principal expressly or impliedly consents that the agent shall so do on the principal’s behalf, the agent is said to have authority to act; and this authority constitutes a power to affect the principal’s legal relations with third parties. Where the agent’s authority results from a manifestation of consent that he or she should represent or act for the principal expressly or impliedly made by the principal to the agent himself, the authority is called actual authority, express or implied. But the agent may also have authority resulting from such a manifestation made by the principal to a third party; such authority is called apparent authority.

Since there is no need, on this formulation, for both actual and apparent authority, the notion of apparent authority dispenses with the need for a manifestation of asset by the principal to the agent. This is useful in the case of artificial agents, as it avoids any need to invoke the agent’s consent to such a manifestation. The law could therefore find sufficient authority by reason of the conduct of the principal in establishing the agent and providing it with the means of entering into contracts with third parties. However, it might be convenient to establish a workable concept of actual authority for an artificial agent, to accompany the apparent authority that the agent has by virtue of the principal’s

39 Restatement (Third) of Agency, § 2.01
40 Restatement (3d) of Agency, § 2.03
conduct vis-à-vis third parties. One motivation for this could be to align the treatment in the common-law world with that in civil-law codes, where only a contract between the agent and the principal is sufficient to confer authority.\(^{42}\)

In doing so the law could find an appropriate analog for the agreement between agent and principal that is the usual source of actual authority, either in the form of the agent’s programmed instructions, or perhaps in the form of a mandate or charter of rules that specify the scope of the agent’s activities and the breadth of its discretion. That mandate might even be expressed in the form of a contract between the agent and the principal. However, as a contract is a legally binding instrument, this would require the artificial agent to be a legal person, a possibility dealt with below.

\textit{(ii) Artificial Agent as Agent without Full Legal Personality}

Although the term “slave” is obviously an emotive one, treating an artificial agent as a slave would entail treating an artificial agent as having authority to enter contracts on behalf of its operator, but without itself having legal personality. As Kerr notes, “the problem of intermediaries in commercial transactions is by no means novel,” for Roman law, in dealing with slaves, had to deal with legal complexities akin to ours.\(^{43}\) Like artificial agents, Roman slaves were skilful, and often engaged in commercial tasks on the direction of their masters. They were not recognized as legal persons by the \textit{jus civile},

\begin{itemize}
  \item \textsuperscript{41} (Bowstead and Reynolds 2001, Articles 1(2) and 1(3))
  \item \textsuperscript{42} (Sartor 2002)
  \item \textsuperscript{43} (Kerr 1999, Section V A). Such a solution is suggested, too, by (Fischer 1997, 557; Middlebrook
and therefore lacked the power to sue in their own name. But Roman slaves were enabled, by a variety of legal stipulations, to enter into contracts on behalf of their masters. These could only be enforced through their masters, but nevertheless slaves had the capacity to bind a third party on their master’s behalf.

From this, Kerr concludes that:

If…electronic commerce falls mainly in the hands of intelligent agent technology, the electronic slave metaphor could turn out to be more instructive than typical metaphors…such as the “personal digital assistant”.  

So, artificial agents, because of their possible sophistication and “high levels of autonomy and intelligence”, might require treatment as “intermediaries rather than as mere instruments.” What motivates this suggestion by Kerr is not concern for the artificial agents, for “the aim of doing so is not to confer rights or duties upon those devices;” it is instead, “the first step in the development of a more sophisticated and

and Muller 2000, 341).

44 Higginbotham and Kopytoff (Higginbotham, A. Leon Jr and Kopytoff 1989, 511) provide an interesting discussion of the implicit recognition of slaves as legal agents of their owners by Virginia State Law. The relevant cases in their discussion include Gore v. Buzzard and Randolph v. Hill. In commenting on Randolph v. Hill, they note, “The automatic acceptance of the slave's agency was a recognition of his peculiarly human qualities of expertise, judgment, and reliability, which allowed owners to undertake dangerous and difficult work with a labor force composed mainly of slaves. Far from conflicting with the owner's rights of property, such recognition of the humanity of the slave allowed owners to use their human property in the most profitable ways.”

45 (Kerr 1999), p. 54
appropriate legal mechanism that would allow persons interacting through an intermediary to be absolved of liability under certain circumstances.”

But this power to bind both parties was not symmetrical in ancient Rome. A master was only bound to the third party if the slave had prior authority to enter into the contract on his behalf. If the master had not granted such authority to his slave, then liability could be escaped by him. This situation was ripe for exploitation: masters could bind third parties without binding themselves by sending slaves to make contracts to which they had not given prior authority. Third parties were arguably unjustly treated in such an arrangement.

One possible amendment to the Roman law of slavery, then, would be to import or overlay the modern law of agency, with its sophisticated and flexible notions of real and apparent authority, onto the basic Roman-law idea of an intelligent non-person actor with legal capacity to bind its principal. Modern law already contains a somewhat analogous treatment of children. While lacking in contractual capacity to bind themselves, they do have the capacity to make contracts binding on their parents or guardians. Full contractual capacity therefore, is not a prerequisite for capacity as an agent.

46  (Kerr 1999), ibid.
47  (Kerr 1999, Section V A)
48 See Restatement (3d) of Agency, § 3.05 Capacity To Act As Agent.
49 In Thrifty-Tel, Inc. v. Bezenek 46 Cal.App.4th 1559, 1568; 54 Cal. Rptr. 2d 468, 474 (Cal. Ct. App. 1996), the court held that Thrifty-Tel’s computerized network was an “agent or legal equivalent” and that its reliance on a misrepresentation made to it could be attributed to its principal.
(f) Artificial Agent as Legal Person

The sixth potential solution to the contracting problem would be to treat artificial agents as legal agents who have legal personality and contracting capacity in their own right. While a contracting agent need not, historically, be treated as a legal person to be effectual as such, treating artificial agents as legal persons in the contracting context would provide a complete parallel with the situation of human agents.

Such a move has distinct advantages. Firstly, it would “solve the question of consent and of validity of declarations and contracts enacted or concluded by electronic agents” with minimal impact on “legal theories about consent and declaration, contractual freedom, and conclusion of contracts”. Secondly, it would reassure principals of agents because, via consideration of the agent’s liability, it would limit their responsibility for the agent’s behavior. Thirdly, if the agent is acting beyond his or her actual or apparent authority in entering a contract, so that the principal is not bound by it, the disappointed third party would gain added protection as she could sue the agent for a breach of the agent’s so-called “warranty of authority”. Where the agent is a non-person no such legal action is open.

51 (Chopra and White 2004, 635-639)
52 (Felliu 2003)
53 (Sartor 2002; Andrade et al. 2007, 357-373)
54 The warranty of authority is the implied promise by the agent to the third party dealing with the
The type of legal personality involved, whether like that accorded to corporations, or like that accorded to mature human beings, would depend on the abilities of the agent. In the former case, the agent would need always to act through the auspices of another person (presumably its operator) acting as a type of “guardian”. This other person would make the necessary decisions with respect to any legal action brought by third parties against the agent.

The question of personhood for artificial agents requires careful treatment of many questions and issues, both legal and philosophical. For our present purposes, the solution is not necessary to solve the contracting problem.

(g) Risk Allocation Implications of the Proposed Solutions

One motivator for a choice among the various possible solutions offered above would be the desire to reach the most efficient allocation of the risk of unpredictable, erratic or otherwise erroneous activity of artificial agents among the various parties involved.\textsuperscript{55} According to neo-classical economic theory of law\textsuperscript{56} this risk should generally fall on the person best able to control the risk i.e., the person able to avoid the cost of an error on the part of the agent with least cost:

The least-cost avoider principle…asks which party has the lower cost of avoiding harm, and assigns liability to that party. This reduces the incentive for the other party to take care...but

---

agent that the agent has the authority of the principal to enter the transaction. (Bradgate 2000 Section 5.2).

\textsuperscript{55} As above, a failure to follow instructions provided by the principal, the exercise by an artificial agent of discretion in a way disadvantageous to the principal, or simple malfunction.

\textsuperscript{56} (Posner 2007 74-79; Rasmusen 2004, 369)
the principle has wide application and is simple enough for judge and jury to use. Not only does it have desirable efficiency properties, encouraging the parties to take some but not excessive precautions ex ante, but it also accords with common ideas of fairness, putting the loss on the party that most people think deserves it.\(^\text{57}\)

We focus here on errors resulting in the agent entering a contract that the principal would have been unlikely to enter, or purporting to enter a contract it is not authorized to enter. We distinguish the risk of three kinds of such error:

- **type 1 or specification** error: the agent applies rules the principal specifies, but the rules are not specified carefully enough;
- **type 2 or induction** error: a discretionary agent incorrectly inducts from contracts where the principal has no objections to a contract the principal does object to;
- **type 3 or malfunction** error: a software or hardware issue whereby the principal’s rules or parameters for the agent do not result in the intended outcome.\(^\text{58}\)

The risk allocation consequences of the various solutions considered will differ according to whether the transaction in question is one where the principal is the agent’s\(^\text{59}\)

\(^{57}\) (Rasmusen 2004, 369 p. 380)

\(^{58}\) Compare Bain and Subirana’s similar quadripartite scheme: unexpected acts (through agent learning and autonomy); mistake (human or agent mistakes – either in programming or parameterisation); system failures (machine faults – power surges, etc.); exterior interference (viruses and other damaging acts). See (Bain and Subirana 2003, 375), p. 379.

\(^{59}\) For the purposes of the analysis, we do not assume the agent will be a legal agent.
operator, or where the principal is a user of the agent; we deal with each of these situations in turn.

(i) Operator as Principal (Amazon.com example)

An example of the first type would be where the principal is the operator of a shopping website (such as Amazon.com), the agent is the website interface and backend, and the third party is a user shopping on the website (Figure 1). The contract is formed between the principal and the third party. The operator relationship is shown by the shaded oval; arrowheads point to the parties to the contract.

![Figure 1: Operator as Principal (Amazon.com example)](image)

In this example, the risk of specification errors should always fall on the principal/operator, as she is the least-cost avoider of the risk (the one who can most cheaply prevent the risk from crystallizing). The risk of induction and malfunction errors should fall on the operator/principal of the agent, except in the case of malfunction errors where the error is so obvious the third party interacting with the agent is the least-cost avoider, in which case the risk should fall on the third party.

With the agent understood as a mere tool, the principal would be liable for all three types of error in all cases. This approach would not be efficient in those cases where the third party is the least-cost avoider of the risk.
Under the “unilateral offer” solution, the principal would bear the risk of all three types of error unless it could be shown the unilateral offer relating to the artificial agent contained an express or implied limitation as to liability for erroneous behavior of the agent. Generally, the conditions for implying a limitation into a contract are very strict, and such a limitation would likely not qualify for implication. Hence, absent any express limitation of liability, the solution would misallocate the risk of malfunction errors where the third party is the least-cost avoider.

Under the “objective intention” solution, the principal would be attributed with the actions of the agent, if it were reasonable for the user interacting with the agent to believe the principal was assenting to that behavior. Modifying the doctrine to refer to the principal’s assent to contracts of the same kind as the particular contract entered into as mentioned above would limit the principal’s liability to those contracts where it would be reasonable to suppose the principal would approve the terms, if aware of them. But if taken literally this risk allocation would unfairly give the principal an option to withdraw from any contract disadvantageous to her, even if the agent were authorized to enter such contracts. In other words, it would misallocate the risk of specification or induction errors.

60 In US law, courts will only read them in if there is a clear demonstration that such terms could be supplied by reasonable inference. In English law, the contractual term needs, inter alia, to “be so obvious as to go without saying”: Shirlaw v Southern Foundries (1926) Ltd [1939] 2 KB 206, 227. The doctrine of implied terms is part of a broader theoretical framework relevant to the interpretation and construction of contracts (Blum 2007).

61 See section 1.3.2(d).
to the user, not the principal. 62

Under the “agent as legal agent without full personality” solution, the principal would only be bound by conduct of the agent within the scope of the agent’s actual or apparent authority. In broad terms, this rule would generally correctly allocate the risks of specification or induction error to the principal/operator and of malfunction to the principal or user respectively, depending on which was the least-cost avoider. We evaluate the agency law approach in greater detail in Section [1.5] below.

Under the “agent as legal person” solution, similarly, the principal would only be liable for the agent’s behavior within the scope of its actual or apparent authority. The liability consequences would be the same as in the previous solution, except that if the agent falsely represented to the third party it had authority to enter a particular contract, the third party would be able to sue the agent for breach of its authority. The ultimate risk of this type of erroneous behavior would fall on the agent, not the third party, providing a complete parallel with the treatment of human agents.

(ii) User as Principal (ebay.com example)

An example of the second type would be where the agent is operated by an auction 62 It seems plausible that the risk such contracts could be readily opted out of by principals would limit the extent to which users were willing to rely on artificial agents to make contracts. However, in real life, firms such as Amazon.com opt out of disadvantageous sales, on the basis that a contract is not finalized until confirmed by Amazon. See “Amazon backtracks on costly mistake”, GuardianUnlimited, 19 March 2003, at http://www.guardian.co.uk/technology/2003/mar/19/newmedia.media. Last accessed 8 May 2008. This does not appear to have unduly limited the operational success of that website in practice.
website (such as ebay.com), the agent’s principal is a user of the website, and the user employs the agent to enter a contract with a third party, say by instructing the agent to bid on his or her behalf up to a specified maximum in an auction being conducted by the third party. In figure 2, the operator relationship is shown by the shaded oval; arrowheads point to the parties to the contract.

![Figure 1: User as Principal (ebay.com example)](image)

In this example, as in the operator as principal case, the risk of specification errors should fall on the principal. However, the risk of induction and malfunction errors should fall on the operator of the agent (who has control over the agent’s design and operation), unless the error is so obvious that the user/principal or the third party is the least-cost avoider.

Under the “agent as mere tool” solution, the user/principal would be primarily liable for all three errors, incorrectly allocating the risk of induction and malfunction errors. This incorrect allocation would also obtain under both the “unilateral offer” solution and the “objective intent” solution, as the user would again be primarily liable for that behavior. Under all three solutions, the user might be able to shift losses onto the operator under rules relating to the quality or fitness of the service provided; but the initial risk allocation would be on the wrong party. The unfairness is compounded by the fact that
while the operator is best able to control the risk of erroneous behavior, and should be liable for any loss to the user, the operator could readily seek to limit its liability to the user through the use of website conditions. In many cases such conditions will be binding.

Under the “agent without legal personality” solution, the risk of specification error would fall correctly on the principal. The risk of induction and malfunction error would fall in the first instance on the principal or third party, depending on whether the particular contract were authorized or not.\textsuperscript{63} As in previous solutions, the operator would bear risk if the principal or third party could recover against him under quality or fitness rules. However, unlike in them, the principal or third party might also recover against the operator under the doctrine of \textit{respondeat superior}. Under this doctrine, an employer is responsible for employee actions (including misrepresentations) performed within the course of the employment. This doctrine could be combined with the doctrine of dual employment (or the “borrowed employee”)\textsuperscript{64}: this would reflect the reality that although the agent is acting for the user, the agent is employed by the principal. Taking the agent metaphor seriously in contracting cases would naturally lead to it being taken seriously for liability purposes.

The “agent as legal person” solution would share these advantages, the difference being the third party would be able to sue the agent directly where the agent misrepresented to the third party the limit of its authority. Where the agent were better

\textsuperscript{63} That is, within the scope of the agent’s actual or apparent authority.

\textsuperscript{64} See Restatement (Third) of Agency, §7.03, comment d(2).
able to control its own behavior than the operator, and could control assets that could be
used to fulfill a judgment against it, this would be a correct risk allocation. The requisite
levels of autonomy and discretion in artificial agents for this solution to be viable are
currently unattainable and are likely to remain so in the near future. The topic of
personhood for artificial agents needs much deeper analysis than is possible at the current
stage; we defer this question for a follow-up article.

(h) Conclusion

In the first scenario (operator as principal), the agency law approach clearly gives
more equitable results than other possible solutions to the contractual problem. In the
second scenario (user as principal), the agency law approach holds out the promise of a
broader basis for the principal or third party to recover his or her loss from the operator of
the agent, and for that reason also is to be preferred. For this, and other doctrinal reasons,
we prefer the agency law approach, and offer an extended defense of the approach in
section 1.5 below.

1.4 Legislative responses

But first, we consider various legislative responses to the phenomenon of online
contracting that are relevant to the contracting problem; some of these instruments are
consistent with one or more of the above doctrinal solutions. None of them is
straightforwardly in contradiction with the agency law approach.

1.4.1 International Law Instruments

A number of international instruments bear on contracting by artificial agents and, to
some extent, limit the freedom of legislatures (and, where applicable, courts) in addressing this issue.

(a) UNCITRAL Model Law on Electronic Commerce

The first such instrument is the United Nations Commission on International Trade Law (UNCITRAL) Model Law on Electronic Commerce of 1996 (“the Model Law”).\(^65\) Three articles, 11 (Formation and Validity of Contracts), 12 (Recognition by parties of Data Messages, 13 (Attribution of Data Messages)) are of particular relevance.

While the Model Law does not solve all the doctrinal difficulties under discussion, it does address the issues in a number of ways. Firstly, by Article 11, it removes any objection to the validity of a contract, based either on the fact the offer and the acceptance were expressed by means of data messages or on the fact a data message was used in the formation of the contract. Secondly, it removes objections to a declaration of will or other statement, based on the fact that the means of communication was a data message (Article 12). Thirdly, by (Article 13(2)(b))\(^66\) it proposes an attribution rule whereby manifestations of assent (and other data messages) made by an artificial agent (and other information systems) can be attributed to the person who programmed, or on whose behalf the agent was programmed, to operate automatically.

The Model Law is limited in its impact, however. Firstly, as a Model Law, it is not


Additional article 5 bis adopted in 1998.

\(^66\) Below, we will discuss cases where this attribution rule would give the wrong result.
binding on States, and need not be adhered to closely when enacted;\(^{67}\) secondly, the Model Law already allows for indeterminately wide exclusions from its scope.\(^{68}\)

(b) UN Convention

Some aspects of the Model Law have subsequently been adopted in a UN Convention. The United Nations Convention on the Use of Electronic Communications in International Contracts (“the Convention”)\(^ {69}\) aims to enhance legal certainty and commercial predictability where electronic communications are used in relation to international contracts.

The Convention, while consistent with an “agent as mere tool” approach to solving

\(^{67}\) In its resolution adopting the model law, The UN General Assembly merely “[r]ecommends that all States give favorable consideration to the Model Law when they enact or revise their laws, in view of the need for uniformity of the law applicable to alternatives to paper-based methods of communication and storage of information” (Art. 2 of the Resolution adopted by the General Assembly on the report of the Sixth Committee (A/51/628) of 16 December 1996). The list of adopting states may be found at http://www.uncitral.org/uncitral/en/uncitral_texts/electronic_commerce/1996Model_status.html.

\(^{68}\) (e.g. Article 12(2))

the contracting problem, does not make it mandatory. Once in force,\textsuperscript{70} it would require Contracting States to cure any doctrinal difficulty associated with the lack of human intervention at the level of individual contracts. It provides that “[a] communication or a contract shall not be denied validity or enforceability on the sole ground that it is in the form of an electronic communication,”\textsuperscript{71} and that “[a] contract formed by the interaction of an automated message system and a natural person, or by the interaction of automated message systems, shall not be denied validity or enforceability on the sole ground that no natural person reviewed or intervened in each of the individual actions carried out by the automated message systems or the resulting contract.”\textsuperscript{72} The negative form of the relevant Convention articles (“shall not be denied validity or enforceability”) means the Convention does not specify in positive terms how the contracting problem is to be solved.

Furthermore, neither of these articles has direct bearing on the question of attribution of data messages, for which one must turn to the Explanatory Note. The relevant remarks from the Explanatory Note produce the following propositions:

1. The person (whether a natural person or a legal entity) on whose behalf a computer was programmed should ultimately be responsible for any message

\textsuperscript{70} As of 23October 2008, while some States had notified UNCITRAL of “signature”, none were listed as having ratified or acceded. Thus, the Convention has yet to take effect. http://www.uncitral.org/uncitral/en/uncitral_texts/electronic_commerce/2005Convention_status.html.

\textsuperscript{71} Article 8(1)

\textsuperscript{72} Article 12
generated by the machine.\textsuperscript{73}

2. Electronic communications generated automatically by message systems or computers without direct human intervention should be regarded as “originating” from the legal entity on behalf of which the message system or computer is operated.\textsuperscript{74}

3. Questions relevant to agency that might arise in that context are to be settled under rules outside the Convention.\textsuperscript{75}

Proposition 3 directly supports our contention the Convention is not inconsistent with an agency law approach to the contracting problem.

Importantly, the Convention is limited in scope: it applies only to certain specified “international contracts”\textsuperscript{76}; and it specifically excludes “contracts concluded for “personal, family or household purposes”.\textsuperscript{77} Therefore, any doctrinal difficulties cured by the Convention might still need to be further “cured” by national legislation to address contracts outside the Convention’s scope. If, contrary to our understanding, the Convention requires a “mere tool” approach to covered contracts, Contracting States would be free to adopt a different approach for contracts outside its scope.

\textsuperscript{73} Paragraph 212
\textsuperscript{74} Paragraph 213
\textsuperscript{75} Paragraph 212
\textsuperscript{76} The Convention applies to the use of electronic communications in connection with the formation or performance of a contract between parties whose places of business are in different States (Article 1(1)).
\textsuperscript{77} (Article 2(1)(a)). This expression includes, but is not limited to, consumer contracts: Explanatory
1.4.2 European Union: The Electronic Commerce Directive

The main relevant instrument in the European Union is Directive 2000/31/EC (“the Electronic Commerce Directive”). While it has a number of provisions that touch on electronic contracting, the main provision relevant to present purposes is Article 9, which provides “Member States shall ensure that their legal system allows contracts to be concluded by electronic means…[and] in particular ensure that the legal requirements applicable to the contractual process neither create obstacles for the use of electronic contracts nor result in such contracts being deprived of legal effectiveness and validity on account of their having been made by electronic means.”

Further than this the Directive does not go. It neither posits an attribution rule, nor does it specifically deal with the question of autonomous agents. To this extent, the Directive neither requires nor prohibits any particular solution to the contracting problem.

In its first report on the application of the Directive, the Commission commented:80

---

Note, paragraph 74, p. 33.


79 For a comparative discussion of US and EU approaches to electronic contracting see (Bix and Winn 2006, 175-190).

[Article 9(1)], in effect, required Member States to screen their national legislation to eliminate provisions which might hinder the electronic conclusion of contracts. Many Member States have introduced into their legislation a horizontal provision stipulating that contracts concluded by electronic means have the same legal validity as contracts concluded by more "traditional" means.\(^81\) As regards requirements in national law according to which contracts have to be concluded “in writing”, Member States’ transposition legislation clearly states that electronic contracts fulfil such requirement.\(^82\)

Interestingly, the United Kingdom has not sought to specifically implement Article 9 of the Electronic Commerce Directive into domestic law.\(^83\),\(^84\)

---

81 Belgium, Germany, Spain, France, Luxemburg, Finland.

82 The Directive has induced changes in the national interpretation of ‘in-writing’ requirements, for instance in Germany as regards insurance contracts and the obligation that prior information be given in writing.

83 See the Electronic Commerce (EC Directive) Regulations 2002. This is because it was considered that an order under Section 8 of the pre-existing Electronic Communications Act 2000 (“ECA”) could be used to deal with any statutory form requirements which conflict (or which may conflict) with Article 9. See Law Commission, Electronic Commerce: Formal Requirements in Commercial Transactions: Advice from the Law Commission, paragraph 3.55. At http://www.lawcom.gov.uk/docs/e-commerce.pdf. Last accessed 19 March 2008.
1.4.3 U.S. legislation

(a) UETA

The U.S. Uniform Electronic Transactions Act (1999)\(^{85}\) ("U.S. UETA"), which broadly applies to electronic records and electronic signatures relating to transactions,\(^{86}\) adopts a different attribution rule from the Model Law or the Convention commentary. Section 9 provides that "[a]n electronic record or electronic signature is attributable to a person if it was the act of the person". Unlike the "mere tool" doctrine, the provision provides for the possibility that some errors of artificial agents would not be attributed to the operator or user. However, the precise boundaries of the provision, and quite what would be required to show that an error was not the "act" of the user, are not clear.\(^{87}\) Nor does it clarify the relative liabilities of the third party and operator, if different from the user.

---


86 The Act does not apply to transactions to the extent they are governed by the Uniform Computer Information Transactions Act: See Section 3(b)(3).

87 It will raise difficult questions where a system acts in a faulty manner such that one would be tempted to say a new act (of the agent) intervened, by analogy with the tort law doctrine of *novus actus interveniens* (new intervening act) which "breaks the chain of causation" between the defendant’s conduct and the plaintiff’s loss: Second Restatement of Torts, §441.
(b) UCITA

The U.S. Uniform Computer Information Transactions Act (2002)\textsuperscript{88} (UCITA), which applies to computer information transactions as defined,\textsuperscript{89} goes further in embracing the “mere tool” approach.\textsuperscript{90} Section 107 provides:

(d) A person that uses an electronic agent that it has selected for making an authentication, performance, or agreement, including manifestation of assent, is bound by the operations of the electronic agent, even if no individual was aware of or reviewed the agent’s operations or the results of the operations.

\footnotesize


\textsuperscript{89} The term “computer information transaction” helps to define the scope of this Act: Section 103. It requires an agreement involving computer information. The term includes transfers (e.g., licenses, assignments, or sales of copies) of computer programs or multimedia products, software and multimedia development contracts, access contracts, and contracts to obtain information for use in a program, access contract, or multimedia product.

\textsuperscript{90} Section 2-204 of the Uniform Commercial Code (which has as yet, not been widely adopted) allows for formation of contracts by electronic agents. See http://www.law.cornell.edu/ucc/2/article2.htm#s2-204. Daniel (Daniel 2004, 319-346) criticizes the UCC for allowing contracting without human intervention because of a) the consequential difficulties in showing the parole evidence rule is satisfied with respect to waivers and modifications, and b) the fact that the usual doctrines of fraud or mistake may apply. (Froomkin 1988, 1023-1062) in turn criticizes Article 2B of the UCC for making “a series of policy choices, especially those displacing consumer law for online transactions and enacting a national law on non-repudiation for digital signature-based e-commerce which do not seem to be required to achieve the
This provision is close to the “mere tool” doctrine, since a mere “selection” for a particular use is sufficient to bind the principal with all the actions of the agent. The agency doctrine is referred to, but not embraced, in the commentary to the provision:

The concept here embodies principles like those in agency law, but it does not depend on agency law. The electronic agent must be operating within its intended purpose. For human agents, this is often described as acting within the scope of authority. *Here, the focus is on whether the agent was used for the relevant purpose.* [emphasis added]  

The commentary glosses the provision in referring to a “relevant purpose”; the provision itself speaks merely of the principal having “selected” the agent “for making an authentication, performance, or agreement”.

(c) E-SIGN Act

In 2000 the US Congress passed the Electronic Signatures in Global and National Commerce Act, or “E-SIGN Act” which provides, *inter alia*, that:

A contract...may not be denied legal effect, validity or enforceability solely because its formation, creation or delivery involved the action of one or more electronic agents so long as the action of end of rationalizing the law of information licenses.”

91 Comment, paragraph 5

any such electronic agent is legally attributable to the person to be bound.\textsuperscript{93}

As E-SIGN requires an artificial agent’s actions to be “legally attributable” to its user, it appears to go no further than the common law in recognizing the enforceability of bot-made contracts.\textsuperscript{94} The legislation itself does not specify a particular attribution rule.

\textit{1.4.4 Australia}

The relevant Australian legislation is the \textit{Electronic Transactions Act} 1999 of the Commonwealth (“Australian ETA”) and the legislation of the various Australian States designed to complement it.\textsuperscript{95} The legislation provides for validity of electronic transactions through Article 8(1). The attribution rule in Article 15(1) is complex:

[U]nless otherwise agreed between the purported originator and the addressee of an electronic communication, the purported originator of the electronic communication is bound by that communication only if the communication was sent by the purported originator or with the authority of the purported originator.

This formulation leaves open the possibility of an argument that an artificial agent might send a communication with the authority of the purported originator. To that extent, the Australian legislation is consistent with an agency law approach.

\textsuperscript{93} 15 U.S.C. §7001(h)

\textsuperscript{94} (Bellia Jr. 2001, 1063, 1070)

1.4.5 Summary and Critique of the Legislative Position

There is a surprising variety of approaches to the question of attributing data messages sent by artificial agents to particular legal persons. Some of the provisions considered above embody substantive attribution rules for messages sent by electronic agents, while others are open to leaving this issue to statutory or judge-made authority.

The attribution rules attribute messages or communications sent by artificial agents variously to:

- the person who programs the artificial agent or on behalf of whom the artificial agent is programmed;\(^96\)
- the legal entity on behalf of which the artificial agent is operated;\(^97\)
- the person who uses the artificial agent, having selected it for the relevant purpose: so long as the agent is operating within its intended purpose;\(^98\)
- the person who sends the communication by means of the artificial agent or with whose authority the communication was sent.\(^99\)

A number of provisions do not establish a substantive attribution rule but rather leave it to the general law to determine the issue:

- the U.S. E-SIGN Act refers to the question whether a data message is “legally attributable” to the sender, without explaining how that issue is to be

\(^{96}\) Model Law, Art. 13(2)(b) and Explanatory Note to the Convention, paragraph 212

\(^{97}\) Explanatory Note to the Convention, paragraph 213

\(^{98}\) UCITA, Section 107 and the Comment on UCITA, quoted in section [1.4.3] above.

\(^{99}\) Australian ETA, section 15(1)
resolved;\textsuperscript{100}

- the U.S. UETA similarly refers to the question whether an electronic record or signature was the act of the person without providing substantive guidance on when the acts of an artificial agent count as the acts of the user;\textsuperscript{101}

- the E.U. Electronic Commerce Directive does not contain attribution rules specific to electronic messages.

Many of the substantive solutions embodied in the instruments and legislation discussed can be criticized, not only as reaching different results among themselves, but as insufficient to account for the variety of possible fact situations.

The Model Law solution emphasizes the person who programs the artificial agent, or on whose behalf the artificial agent is programmed. The Convention commentary mentions this rule but also emphasizes the person on whose behalf the agent is operated.

None of these approaches is subtle enough to give correct results in even quite common cases. An attribution rule which emphasizes the person on whose behalf the agent is operated does not give correct results where the user of the agent is not the operator of the agent, as in the ebay.com bidding agent example explained above.\textsuperscript{102} Such a rule would attribute, for examples, bids made by the eBay bidding agent on behalf of users to eBay itself; clearly an absurdity, since eBay is not a bidder in auctions hosted on its website. Similarly, a rule which emphasizes the entity on behalf of whom an agent is

\textsuperscript{100} Section 15 U.S.C. §7001(h)

\textsuperscript{101} Section 9(a)

\textsuperscript{102} (discussed in section 1.3(g)(ii) above)
“programmed” risks giving wrong results unless it is heavily tweaked. Agents may be bought off-the-shelf or programmed by the operator. They may also be “programmed” by the user, in the sense of having the user enter her instructions (for example, a maximum bid). An agent bought off the shelf is not programmed by the operator but by an irrelevant third party, to whom it would be incorrect to attribute data messages, at least in ordinary cases. Where the operator arranges for programming, the rule will give incorrect results in the user-as-principal case already mentioned. The rule would provide more correct results only if “programming” is interpreted in a counter-intuitive way as relating to the user’s entering her instructions. Such a tweaked rule amounts to a “mere tool” approach with respect to the user; we conclude elsewhere such a rule is less fair than the agency law approach.

More defensible is the UCITA approach, which emphasizes the person who uses an artificial agent, having selected it for a relevant person (where the agent is operating within its intended purpose). In the eBay example, this would clearly be the person employing the bidding agent, rather than eBay itself.

However, the UCITA approach still makes use of three separate but related concepts,

103 Leaving aside cases of “easter eggs” deliberately buried within an agent’s codebase by the programmer.

104 See section [1.3.7 and 1.5]. Note that Article 14(1) of the Convention relieves persons interacting with electronic agents (i.e., users) of liability for errors in certain cases where no opportunity to correct errors is afforded by the operator of the agent. However, this Article is not sufficient to relieve operators of liability for errors (such as specification error) which properly rest with principal/users in such cases.
and as such is more complex than necessary. As well as the elements of usage and selection, the comment to the UCITA provision also qualifies the rule by saying the agent must be operating “within its intended purpose”.

The Australia ETA adopts the simplest and most robust approach, by emphasizing whether the person concerned sent the relevant communication himself, or whether the communication was made with the authority of the person concerned. Such a formulation leaves open the possibility of the legal agent approach.

From this perspective, an approach (such as that embodied in the Australian legislation) which focuses on the authority of the agent has the advantages of explanatory power and conceptual simplicity. It also has the advantage of building on jurisprudence surrounding the concept of agents’ authority familiar from the law of human and corporate agents.

1.5 Evaluating the Agency Law Approach to Artificial Agents

The agency law approach to artificial agents is our preferred solution to the contracting problem, for both intuitive and doctrinal reasons, and for its better liability consequences relative to other possible solutions.

We will evaluate the agency law approach by considering further the intuitive rationales, the risk allocation effects, and a number of objections to it. We do not engage in an extended evaluation of the other approaches above, as we consider our initial objections to have shown them to be doctrinally untenable.

While our analysis will generally be applicable to both solutions within the agency law approach (artificial agent as legal agent without personality; artificial agent as legal
person), we do not consider the latter solution to be necessary given present levels of artificial agent development. In our view, considering the artificial agent as a legal agent without legal personality gives “good-enough” risk-allocation outcomes. According legal agents with legal personality would solve one issue – that of agents misrepresenting to third parties the limits of their authority – but that issue can be solved via the doctrine of respondeat superior. It would require a larger legal step, one which could well prove juridically or politically controversial. The personhood solution is thus not an incremental solution to the contracting problem. We do, however, consider the possibility of legal personhood for artificial agents to be highly relevant to their future capabilities.

1.5.1 Intuitive Rationales for the Agency Law Approach

The most cogent reason for adopting the agency law approach to artificial agents in the context of the contracting problem is to allow the law to distinguish in a principled way between those contracts entered into by an artificial agent that should bind a principal and those that should not.

The doctrine of authority is of key importance in delimiting the field of the principal’s contractual liability: if entering a given contract is within an agent’s actual or apparent authority, then the agent’s principal is bound, even if he or she had no knowledge of the particular contract referred to, and even if the agent exercises its discretion in a way different than how the principal would have exercised that discretion. But if the contract is outside the agent’s actual or apparent authority, then the principal is not bound by the

105 See the discussion in 1.3.2(h).
As well as providing a clear path to the attribution of contractual acts to a principal without visiting potentially unlimited liability on the principal, embracing the agency law approach to artificial agents would permit the legal system to distinguish clearly between the operator of the agent i.e., the person making the technical arrangements for the agent’s operations, and the user of the agent, i.e., the principal on whose behalf the agent is operating in relation to a particular transaction. In some cases (such as the Amazon.com example) these are the same, but in many cases (such as the eBay.com example) these will be different.

Embracing the agency law approach would also allow a clear distinction to be drawn between the authority of the agent to bind the principal and the instructions given to the agent by its operator. In the auction website example, the agent is authorized by the user to bid up to the user’s maximum bid: this maximum bid (and any other relevant parameters) defines the contractual authority of the artificial agent. This authority is not to be confused with the detailed instructions by which a software agent is programmed.

The agency approach to artificial agents would also potentially allow the legal system to handle the operation, on behalf of multiple principals, of an agent. Even if the agent concerned were operated by one of the principals, determining which principal the multi-agent contracted for in the case of any particular transaction would be a

106 Restatement of Agency (3d), see discussion in § 2.01 and § 2.03.

107 See (Calzolari, Giacomo and Pavan, Alessandro) for a discussion of such a scenario from an economic perspective.
relatively simple matter of consulting the agent’s authority and how it related to the transaction in question.

Again, a shopping website agent might often act on behalf both of the user and of the operator for different purposes. The same agent might, for example, conduct a sale by way of auction on behalf of a shopping website, as well as allowing users to enter maximum bids into a simple bidding agent for that auction. Making sense of the behavior of such an agent without an agency analysis could prove difficult, if not impossible. But the law has long dealt with the role of fiduciaries, usually called brokers and sometimes dual agents, who represent, and who therefore owe duties to, both parties to a transaction for different aspects of the transaction.\textsuperscript{108} It is also able to deal with liabilities arising from agents that are “lent” by a general employer to a special employer for particular purposes.\textsuperscript{109}

Another doctrine of agency law potentially useful in the context of contracting is the doctrine of ratification of agents’ contracts. This doctrine permits a principal to approve a contract purporting to be done on its behalf, even though there was no actual or apparent authority at the time the contract was entered, so long as the existence of the principal was disclosed.\textsuperscript{110} As Kerr points out,

\begin{flushright}
108 See, for example, the discussion on “Ambiguous Relationships” in Restatement (Third) of Agency § 3.14.

109 See Restatement (Third) of Agency § 7.03, comment d(2) and the discussion in Chapter 4, section [4.4.3(b)].

110 (Bowstead and Reynolds 2001)
\end{flushright}
The rule that precludes undisclosed principals from ratifying unauthorized transactions could have a useful application in electronic commerce. It could indirectly encourage those who initiate a device to make conspicuous the fact that the third party is transacting with a device and not a person.111

1.5.2 Economic Arguments for the Agency Law Approach

Recent work by Rasmusen112 shows agency-law principles are economically efficient in the rigorous sense of correctly allocating the risk of erroneous agent behavior on the least-cost avoider.113 The challenge for those who believe an agency law approach to artificial agents should be embraced in the contractual context is to show similar considerations apply in the case of artificial agents as apply in the case of human agents, so similar rules of apportioning liability between the principal and the third party should also apply, to the exclusion of other approaches such as the “mere tool” doctrine.

Rasmusen’s analysis shows the six heads of agency liability known to the common law of the United States114 can each be explained in terms of the least-cost avoider principle. Importantly, Rasmusen’s analysis is mainly concerned with allocating the risk between the principal and the third party. This is principally because in this type of litigation the agent is typically relatively poor and therefore not worth suing. On his analysis, it is not necessary to the validity of the liability rules that the agent have any

111 (Kerr 1999, 61).

112 (Rasmusen 2004, 369)

113 See section 1.3.2(g) for a definition of this term.

114 As summarized in the Restatement (Third) of Agency)
assets of its own. This approach validates the “agent as legal agent without personality” solution.

(a) Actual express authority

The first case is that of actual express authority: where an agent has actual authority to enter a contract, the principal is liable, whether or not the principal would have entered that contract if he or she had had the opportunity to review it. Here, the principal is the least-cost avoider of the risk of entering an unwanted contract, since it is better placed than the third party to know its preferences, and can easily instruct the agent as to its wishes. There is no material difference between the case of a human and artificial agent that would motivate a different conclusion in this class of cases. The principal should be liable for such contracts.

(b) Actual implied authority

The second case is that of actual implied authority: where an agent is employed and as a result of its position can reasonably infer it has authority to enter a particular category of contracts with third parties. Arguably, in the case of artificial agents, there is no actual implied authority. An artificial agent would normally be limited by a set of rules, instructions or factors, and it is hard to see an analogue to the employment relationship applying to this category of cases. Nevertheless, if it did arise, the following discussion would be relevant:

The principal has a variety of means available to reduce the risk of agent mistakes. He hires the agent, and so can select an agent with the appropriate talents. He can negotiate a contract to give him incentive to use those talents properly. He can instruct the agent to a greater or lesser extent,
choosing the level of detail in light of the costs of instruction and mistake. He can expressly instruct the agent not to take certain actions and can tell third parties about the restrictions. He can monitor the agent, asking for progress reports or randomly checking negotiations that are in progress. The principal’s control over the agent…gives him many levers with which to reduce the probability of mistakes.  

If there is such a thing as actual implied authority with respect to artificial agents, the same considerations would apply so as to make the principal liable for contracts where there was such authority. Analogs of most of the means of control available to a principal of a human agent are also available to principals of artificial agents.

The analog of selecting an agent with appropriate talents is selection of the agent from a series of off-the-shelf agents, or customizing an agent’s software; the analog of instructing the agent is programming the agent, or entering appropriate parameters to determine the agent’s behavior; the analog of asking for progress reports is seeking reports from the artificial agent on its activities or conducting random checks on its status.

(c) Apparent authority

The third case is that of apparent authority, where an agent appears, by reason of words or conduct of the principal, to have authority to bind the principal. The principal is liable on the agent’s contracts, even where there is no actual authority.

An important application of this principle is where a principal has withdrawn an

actual letter of authority but has failed to notify third parties. Here, the law imposes liability on the principal since it is less costly for the principal to notify third parties than for each third party to have to inquire of every principal whether a letter of authority has been withdrawn.\textsuperscript{116}

Another is where an agent has authority to enter a particular class of transactions, but ignores specific limitations on his authority, for instance as to price. Here, too, the law imposes liability on the principal, where the agent buys at the market price, since it is more costly to place on the third party the burden of inquiry of the principal whether each particular proposed transaction is authorized than to require the principal to properly enforce her instructions.\textsuperscript{117}

Normally, too, the principal would be the least-cost avoider in the case of artificial agents, for reasons similar to those that apply to human agents. There are a number of analogs of such disobedience in the realm of artificial agents: firstly, an artificial agent that deliberately contravened its instructions;\textsuperscript{118} and secondly, an agent that neglected to obey its instructions, perhaps because its principal’s instructions were contradictory, or because of a supervening priority, or because of a fault in its programming.

(d) Agency by estoppel

The fourth case is that of agency by estoppel, which is based on the ease with which

\textsuperscript{116} Restatement (3d) of Agency

\textsuperscript{117} Restatement (3d) of Agency

\textsuperscript{118} Such an agent, with motivation to lie, is still in the realm of science fiction.
someone could have prevented harm to himself. Having failed to prevent the harm, she is “estopped” from asserting what would otherwise be a valid claim. In order to prove agency by estoppel, the following elements must be established: (1) intentional or negligent acts of commission or omission by the alleged principal which created the appearance of authority in an agent; (2) reasonable and good faith reliance on the appearance of authority in the putative agent by the third party; and (3) a detrimental change in position by the third party due to its reliance on the agent’s apparent authority.119

According to Rasmusen, the doctrine is clearly justified by the least-cost avoider principle. The principal is the least-cost avoider because she can prevent the mistake more cheaply than the third party can. She is therefore liable for the resulting harm.120

Nothing about human agents, as opposed to artificial agents, merits a different approach. If a principal allows a third party mistakenly to assume an artificial agent is dealing on her behalf, and fails to prevent the mistake, she should be liable.

(e) Agency by ratification

The fifth case is that of ratification, when the principal assents to an agreement after it is made by someone who lacks authority. Ratification is similar to actual express authority: the principal states he sees no mistake worth the cost of renegotiation. The principal will be the least-cost avoider for the same reason as that for when the agent has


120 (Rasmusen 2004, 369 p. 388)
actual express authority;\textsuperscript{121} this is as true of artificial agents as it is for human ones.

(f) Inherent agency power

The sixth case is that of “inherent agency power”: where the third party does not know the agent is an agent, and the agent goes beyond his actual authority. In such cases, there is neither actual nor apparent authority, but the principal is still made liable, since he can easily control his agent.\textsuperscript{122} Here, the same principles apply in the case of artificial agents as human agents.

(g) Exceptions to principal liability

Rasmusen goes on to cite four categories of case where the third party is the least-cost avoider, and where the law consequently places the risk of agent error on the third party for various reason (whether as falling outside one of the six categories set out above, or as falling within a free-standing exception). Each of these has an analogue in the case of artificial agents.

The first category is that of over-reliance by the third party on statements by the agent that it has authority to conduct the transaction in question. If it is easy for the third party to check whether this is the case, or if the transaction is inherently suspicious, the law will not bind a principal in cases where the third party has not checked.

It is easy to think of an analogous category for artificial agents. An agent could engage in misleading behavior without it being deliberate; such cases would not require

\textsuperscript{121} (Rasmusen 2004, 369 p. 389)

\textsuperscript{122} Restatement (Second) of Agency, § 8A
premeditated deceptive behavior on the part of the agent concerned.

The second category relates to the incapacity of the agent. Where a third party can readily observe the agent’s incapacity (for example, through drunkenness), then the third party will be the least-cost avoider and the principal will not be liable for his contracts. This is not due to a quirk of agency theory but simply because in such situations the agent lacks capacity to enter the contract. However, Rasmusen speculates that where the principal has engaged a habitual drunkard, then the principal should bear the risk, even though in such cases the agent’s capacity would be impaired. This is because the principal in such cases has more evidence of the agent’s lack of capacity than any one third party and is therefore the least-cost avoider. 123

This category is a very promising one in terms of the analogy with artificial agents. When an artificial agent is temporarily acting in a manner which is obviously defective or faulty, the third party may well be the least-cost avoider of harm, since the principal may be unable to constantly monitor all the activities of the agent at reasonable cost. However, if the artificial agent habitually acts in such a manner, the principal should bear the risk.

The third category of cases relates to collusion between the third party and the agent against the principal’s interests, and other cases where the third party knows the agent is acting contrary to the principal’s interests. In such cases, the principal is relieved of liability for the contract, and the third party is thereby made responsible for monitoring the agent, given that his cost of doing so is negligible (since he already knows the agent is being unfaithful to the principal).
This will remain an unlikely category of cases for the foreseeable future while artificial agents remain incapable of deception and other such sophisticated behaviors. If agents capable of such behaviors were to exist, nothing about the artificial nature of such agents requires liability for their contracts to be visited on their principals any more than in the case of unfaithful human agents.

The fourth category also promises to be a fecund area for the treatment of artificial agents: obvious agent malfeasance, as when it is obvious to a third party that the agent lacks authority to enter a particular contract. Here the principal is released from liability if the agent’s malfeasance is obvious to the third party. 124

In the case of artificial agents, this category and the second category blend into each other, while for human agents, a lack of capacity will be only one form of obvious misbehavior.

1.5.3 Objections

A number of objections can be raised to the possibility of treating artificial agents as true agents in the legal sense. These objections are not insurmountable.

(a) Lack of Personality

A first possible objection holds artificial agents necessarily lack legal power to act as agents because they are not persons. The Restatement (Third) of Agency states categorically that:

123 (Rasmusen 2004, 369 p. 395)
124 (Rasmusen 2004, 369 p. 397-398)
To be capable of acting as a principal or an agent, it is necessary to be a person, which in this respect requires capacity to be the holder of legal rights and the object of legal duties. Accordingly, it is not possible for an inanimate object or a nonhuman animal to be a principal or an agent under the common-law definition of agency. However, an animal or an inanimate object may serve as a person’s instrumentality in a manner that may be legally consequential for the person.125

Even assuming this is a correct statement of extant law, it is not true for all legal systems for all times. We have already encountered the example of the Roman law of slavery, whereby slaves, although non-persons, were able to effect contracts on behalf of their masters and thereby act as, or in a role akin to, their legal agents. Similarly, in the next section we will find the capacity to act as an agent does not depend on the agent’s legal capacity in his own right. Consequently, we can coherently postulate changes to the law, whether in the form of statutory reform or judicial precedents, that renounce the necessity for agents to be legal persons and thereby enable the adoption of the agency law approach to artificial agents.

(b) Lack of Capacity to Act as Agent

The legal capacity to act as an agent depends only on the agent’s abilities and not, for example, on whether the agent has full capacity to hold legal rights or be subject to liabilities in his own right.126 Thus an agent need not have the contractual capacity of an adult legal person: so children who cannot contract for themselves can contract on behalf

125 §1.04, Comment, paragraph e (Person).

126 Restatement (Third) of Agency, §3.04 b. (Capacity to affect the legal relations of another)
of adults.\textsuperscript{127} However, in English law at least, for the agency to begin or to continue, an agent must be of sound mind, in that the agent must understand the nature of the act being performed.\textsuperscript{128}

The requirement that the agent be of sound mind appears to be motivated by a desire to protect the principal from the consequences of irrational action. This requirement could be adapted to the case of artificial agents by requiring, not that the agent understand the nature of the act being performed, but that the agent be functioning appropriately, based on our ability to successfully and consistently predict its behavior in taking actions contingent upon such an understanding.. Such a requirement would involve the agent being able to respond to offers to contract in such an appropriate way as to render it reasonable for the third party to rely on the agent’s competence.

(c) Requirement for a Contract of Agency

A third possible objection relies on the fact that in some legal systems (specifically, civil law systems) the establishment of an agency relationship requires a contract between the agent and the principal,\textsuperscript{129} and as artificial agents are not persons, they cannot enter contracts in their own name.

However, in Anglo-American law a contract between principal and agent is not

\textsuperscript{127} Restatement (Third) of Agency, §3.05.

\textsuperscript{128} (Bowstead and Reynolds 2001, para 2-012, p. 37). By contrast, the mental element of competence required in an agent under U.S. law would appear to be no more than is implied in the agent’s ability to act: see Restatement (Third) of Agency, §3.04 b.

\textsuperscript{129} (Sartor 2002)
strictly necessary for the establishment of actual authority of an agent to act on behalf of a principal; all that is necessary is that the principal manifest her willingness for the agent to bind her as regards third parties.\textsuperscript{130} The doctrine of apparent authority, which can also be relied on to bind the principal to contracts concluded by the agent, similarly does not depend on any contract between principal and agent.\textsuperscript{131}

In legal systems where a contract of agency is necessary, it would be necessary to either accord personality to artificial agents in order to deal with contracts made by them, or to adapt to the Anglo-American model which does not require a contract of agency in order to establish an agent’s authority.

(d) No duty of obedience

A further objection asserts that unlike a human agent, an artificial agent owes no duty of obedience and cannot be sued.\textsuperscript{132} In this respect, artificial agents are somewhat different from minors, who can be agents even though they lack contractual capacity in

\textsuperscript{130} Restatement (Third) of Agency, §3.01 (Creation of Actual Authority): “Actual authority, as defined in § 2.01, is created by a principal’s manifestation to an agent that, as reasonably understood by the agent, expresses the principal’s assent that the agent take action on the principal’s behalf.” The reference to the understanding of the agent does not imply that there is necessarily a contract between the principal and the agent, though, of course, in many cases there will be such a contract.

\textsuperscript{131} See Restatement (Third) of Agency, § 3.03 (Creation of Apparent Authority): “Apparent authority, as defined in § 2.03, is created by a person’s manifestation that another has authority to act with legal consequences for the person who makes the manifestation, when a third party reasonably believes the actor to be authorized and the belief is traceable to the manifestation.”
their own right, but who are nevertheless subject to other obligations arising out of the fact of their agency. This objection should not be fatal if, for the intuitive and economic reasons we have adduced above, the agency law approach is the correct one. However important the obligations of an agent are, it is clear it is in their capacity of binding principals to third parties that agents do their legal “heavy lifting”. The fact that many agents are economically insignificant compared with their principals means that, in any event, they are typically by-passed in litigation in favor of their principals. In any event, if the legal person solution were adopted, the objection would no longer be salient.

(e) Inability to Keep Principal Informed

A further objection asserts an artificial agent cannot keep its user informed of the transactions it is processing, or problems that might be developing. This depends on the design and functional capacity of the artificial agent. Artificial agents are less able than humans to answer natural-language queries as to the progress of transactions and to give unstructured answers relating to novel situations. However, to the extent artificial agents are able to make highly cogent and reliable routine reports about the status of transactions, this difference in abilities is not fatal. And this is leaving aside any possible development in artificial agents’ capabilities.

132 (Sommer 2000, 1145-1232 p. 1177-1178)

133 Restatement (Third) of Agency, §3.05, c. Extent of duties and liabilities.

134 (Sommer 2000, 1145-1232 p. 1177-1178)
(f) Inability to appear to be a principal

Another related objection is that an artificial agent cannot appear to be a principal thereby triggering the law of undisclosed principals. On the current state of development, artificial agents are indeed not capable of appearing to be principals, as a principal is an entity able to enter contracts in its own right: i.e., a legal person. But the doctrine of undisclosed principals should be treated as severable from the rest of the doctrine of agency. It is unknown to civil law jurisdictions which still have an agency law doctrine. Its inapplicability should not lead to the conclusion that none of the rules that make up the doctrine of agency should apply to artificial agents.

1.6 Conclusion

The “contracting problem”, the formal legal doctrinal problem of accounting for contracts entered into by electronic agents when acting on behalf of principals has led to various suggestions for its solutions, two of which involved treating electronic agents as legal agents of their principals, and which we refer to collectively as the “agency law approach”.

While a number of the existing legislative responses to electronic contracting appear to embrace a “mere tool” doctrine of electronic agents, the most important international texts – the Model Law and the Convention – are consistent with other approaches. In particular, the Australian legislative response refers to a concept of authority which is consistent with the agency law approach.

135 (Sommer 2000, 1145-1232 p. 1177-1178)
The law of agency suggests intuitive rationales, as well as economic ones: broadly, it leads to the correct allocation of risk of error on the part of the agent in the preponderance of cases. While there are a number of objections to the agency law approach, none of them are insurmountable.

Adopting the doctrine of agency brings in its wake the doctrine of attributed knowledge, by which knowledge gained by an agent is attributed to the principal for various purposes. The topic of attribution of knowledge is a complex one, requiring a discussion of some fundamental notions when dealing with artificial agents. We propose to provide such an analysis for future work, along with other consequences of the agency law approach to artificial agents in some detail. These include the privacy ramifications of the attribution of knowledge of artificial agents to their principals. Of interest too, would be possible sources of a law of liability for the acts of artificial agents; included amongst these would be the *respondeat superior* doctrine of tort law, whereby the wrongful acts of an agent can be attributed to the principal. In future work, we intend to broaden and deepen our analysis, showing to what extent an agency law approach to artificial agents could clarify problems relating to informational privacy, and to tort liability for erroneous actions undertaken by artificial agents.

These subsequent discussions will be informed by other approaches. In particular, our discussion of liability doctrines we intend to investigate doctrines other than *respondeat superior* for visiting liability on the suppliers and users of artificial agents. From the above and subsequent discussions, however, our working hypothesis is that an agency law approach to artificial agents is cogent, viable and doctrinally satisfying.
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