University of Massachusetts Amherst

From the SelectedWorks of Ramakrishna Janaswamy

May, 2013

On Random Time and on the Relation Between
Wave and Telegraph Equations

Ramakrishna Janaswamy, University of Massachusetts - Amherst

Available at: https://works.bepress.com/ramakrishna_janaswamy/4/

B bepress®


http://www.umass.edu
https://works.bepress.com/ramakrishna_janaswamy/
https://works.bepress.com/ramakrishna_janaswamy/4/

On Random Time and on the Relation Between Wave
and Telegraph Equations

Ramakrishna Janaswamy, Fellow, IEEE

Abstract—Kac’s conjecture relating the solution of wave and
telegraph equations in higher dimensions through a Poisson-
process-driven random time is established through the concepts of
stochastic calculus. New expression is derived for the probability
density function of the random time. We demonstrate how the
relationship between the solution of a lossy wave- and that of a
lossless wave equation can be exploited to derive some statistical
identities. Relevance of the results presented to the study of pulse
propagation in a dispersive medium characterized by a Lorentz
or Drude model is discussed and new evolution equations for
2D Maxwell’s equations are presented for the Drude medium. It
is shown that the computational time required for updating the
electric field using the stochastic technique is expected to go up as

O(V).

Index Terms—Poisson processes, Stochastic differential equations,
telegrapher’s equation, random time, dispersive media, FDTD.

I. INTRODUCTION

There has been an interest lately in developing probabilistic,
stochastic, or Monte Carlo methods for field computation [1].
The basic idea is to formulate a stochastic process, produc-
ing an appropriate random variable, whose expected value is
the solution of a certain deterministic problem. Among the
computational advantages of the stochastic method that various
researchers have advanced are (i) the method is local in that the
field can be calculated at a desired point only without having
to obtain the global solution by solving a linear system of
equations, (ii) the method needs no meshing, (iii) the degree
of accuracy can be controlled by varying the sample size (or
number of realizations), (iv) the method in inherently parallel
because the intermediate results generated by each random real-
ization are independent of each other. The resurgence of interest
in the method is likely triggered by the last feature. Garcia and
Sadiku [2] applied the random walk method with a variable step-
size to solve Poisson’s equation. Le Coz er al. [3] determined
the frequency-dependent capacitance and inductance of high-
speed computer interconnects using the random walk method
and quasi-static approximations. Subsequent researchers have
developed random walk method for the Helmholtz and wave
equations [4], [5], and [6]. Budaev and Bogy [7] applied the
stochastic differential equation technique to solve the complete
transport equation pertaining to the amplitude part of the solution
of the scalar Helmholtz equation in an inhomogeneous medium.
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The same technique was used in [8] and [9] to address the prob-
lem of wedge diffraction with impedance boundary conditions.
The basic differential equations that form the subject matter
of the present paper are the 3D version of the telegrapher’s
equation and the wave equation and certain stochastic quantities
that relate the two.

The connection between partial differential equations (PDE) and
random dispersion of particles in space-time has a long history;
see [10], [11], [12], [13] for some of the initial work. Majority
of the works that followed these papers concentrated on random
walks tied to the Brownian motion. The research has been doc-
umented in a number of books and research monographs such
as [14], [15], [16], [17]. It has previously been shown by Kac
[18] (demonstrated for 1D with zero initial velocity conditions
and conjectured for higher dimensions) that the solution of a
lossy wave equation (which is a modified telegrapher’s equation)
can be obtained from that of a corresponding lossless wave
equation by simply changing the time variable ¢ in the latter by a
randomized time variable ¢(¢) that depends on a Poisson process
and then performing an averaging operation with respect to the
underlying Poisson process. The statistics of the Poisson process
are governed by the loss present in the medium. This resulted
in a very interesting stochastic representation for the solution of
telegrapher equation, which could be conveniently implemented
on a parallel type of computing machine. The link between wave
and telegrapher’s equations via random time is very interesting
and implies that macroscopic loss mechanisms can be thought
of as arising from randomized time and an averaging process.
Following Kac’s work, a number of researchers advanced the
idea further and attempted to build random walk models for the
telegrapher’s equation in higher dimensions. Some of this latter
work is nicely summarized in [19] as well as in the recent paper
[20].

Unlike some of the recent work, the present paper is not con-
cerned with building random walk models for the telegrapher’s
equations. Rather, the contributions of the present paper are (i)
presenting a mathematical proof of Kac’s conjecture in higher
space dimensions (section II-C) using concepts from stochastic
calculus [21]; no such formal proof currently exists in the
literature to the best knowledge of the present author, (ii) given
the important role played by the random time in such stochastic
representations, presenting a new expression for the first order
statistics of the random time (II-D), and (iii) demonstrating
how the stochastic representation can be utilized to arrive at
some useful schemes for computing multi-dimensional fields in
dispersive media (subsection II-E). In particular, the Lorentz
and Drude media are considered in subsection II-E. Hence,
apart from being pedagogical in nature, the paper contains
new results that are of interest to researchers working in the



area of wave propagation. If the idea of random time can
be extended to more complicated dispersive media than the
ones considered in the paper, the concept could provide an
alternate means to computing the time-instantaneous field in
those media where analytical expressions are not available.
For the benefit of readers unfamiliar with the techniques of
stochastic processes and the associated calculus, we first present
some basic properties of Poisson processes and preliminaries
of stochastic calculus in section II-A. The relevance of the
stochastic model presented here to the study of pulse propagation
in a causal dispersive media, such as the Lorentz- or Drude-
model medium is discussed in section II-E.

II. THEORY

A. Poisson Process and Preliminaries of Stochastic Calculus

A Poisson random process N (t) is constructed from a sequence
of independent and identically distributed exponential random
variables 71, 7o, . . . known as inter-arrival times, each with mean
7 [22]. Starting from a value of zero at time ¢ = 0, the process
N(t) jumps by unit value at the arrival times given by

th=> T, n=12.... (1)
i=1

The function N (t) is assumed to be right-continuous in that
N(t) = limgy; N(s) (s | t means s — ¢ from s > ¢; likewise
51t means s — ¢ from s < t) and can be expressed as

N(t)=> O —t,) 2)
n=1

where ©(t) is the unit-step function equal to 0 for ¢ < 0 and
equal to 1 for ¢ > 0. Fig. 1(a) shows one sample path of a
Poisson process. Because the expected time between jumps is

7, the jumps arrive at an average rate of A := 1/7 and the
process itself has the distribution
Yk

P{N(t):k}:( ) e ™M k=0,1,..., 3)

k!

where P denotes probability. This last result can be derived from
the fact that ¢,, given in (1) has a gamma distribution [21]. In
addition, N (t) satisfies the following properties:

P1: Independence of Increments—for all 0 < tg < t; <
ty < -+ < tp,nm > 1, the random variables
N(t1) = N(to), N(t2) = N(t1), ..., N(tn) — N(tn-1)
are independent of each other;

P2:  Stationarity of Increments—N (t+h)— N (s+h) has the
same distribution as N (¢)—N(s) forall h > 0 and 0 <
s<t,ie, P{N(t+h)—N(s+h) =k} is independent
of h > 0 and equals e =) [\(t — 5)]*¥/k!.

Using Property P2 it is easy to establish that the expected
increment, which is equal to the average number of jumps
between times s and ¢ for ¢ > s is

E[N(t) = N(s)] = At = s), )

‘[/1 7‘,2' % N

tyq

24
T f T a >t
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Fig. 1. Poisson processes and the functions generated from it. (a) Sample
Poisson process, (b) the Telegraph signal, (c) increment of the Telegraph signal,
and (d) Random time.

where [E denotes expectation operator and it is assumed that the
right-hand side of (4) will be rounded to the nearest integer.
Hence the expected number of jumps between s and ¢ is only
dependent on the elapsed time (¢ — ), but not on the epoch s.
A stochastic integral equation of the form

t

X(t) = X(0) + / f1X(0); 0] do + / 4[X(0):0]dN(0) (5)
0

0

will admit a solution in the I‘gé sense if, on an interval where
N(t) is constant, X satisfies X = f[X (¢),¢] and if N(¢) jumps
at t,,, X behaves in the neighborhood of ¢, according to the
rule [23]

X(tn+) = X(tn—) +g[}igtr3 X(), tn] ©)

where X = dX/dt. Note that the jump of X(t) at time ¢,
depends on the value of g(X (¢);t) evaluated at a time just before
the jump of N(¢). In such a case we say that the coefficient
function ¢[X (¢);¢] in (5) is left continuous in contrast to the
process N (t) that is right continuous. The increment dN (o) is
to be interpreted as being equal to N (o + do) — N(o). With
this understanding, the stochastic differential equation (SDE)
corresponding to (5) is then written as

dX (t) = f(X(t);t)dt + g(X(t);t)dN(t), )

where dX(t) represents the change in X (¢) when ¢ changes
infinitesimally, i.e., dX (t) = X (¢t + dt) — X (¢t).



Given (7) and a function v (z, t) with continuous first derivatives
in both x and ¢, we have the following Ito-Doeblin rule for the
jump process ¥[X (t);¢] [21, Ch. 11],[23]

avxepy) = |2 PO x|
+Hu (X (=) + g [X(t-): )
— (X (t=);1) paN (). ®)
When the Poisson process jumps at ¢ = ¢,, there will be

jump in the function X (¢) according to (6). We would expect
(X (t);t) to jump too and the coefficient of dN in (8) governs
the size of this jump. Again, it is important to observe that
the jump size is governed entirely by the values of X (¢) and
g[X (t); t] evaluated at the left limit ¢,,—. Thus, there is statistical
independence between the jump in N (¢) and the jump it causes
in its multiplying factor. At times when there is no jump in N (t),
the term involving d/N would vanish and one obtains the usual
chain rule formula from calculus given by the term proportional
to dt in (8). Keeping these in mind and using (4), the expectation
of an incremental process of the type dY (t) = h(X (t);t)dN (t)
is interpreted as
E[dY ()] = E[r(X(t);t)dN(t)]
E[R(X(t); )] E[dN(¢)]
AE [A(X (t);0)] dt, ©)

because the function h(X (t);¢) is assumed to be left continuous
and dN is right continuous. As already stated, the jump in N ()
is assumed to take place first independent of h(X(t);¢) and
the corresponding jump in h(X (t);t) occurs momentarily later.
Some sort of causality and finite speed of signal propagation
is thus inherently assumed in processes defined by dY (t) =
h(X (t);t)dN(t). This has very important implications in further
analysis as we will show in Section II-C.

B. Random Time

Consider a random velocity' v(t) (unitless) and a corresponding
‘position” ((t) (with units of time) defined with respect to the
Poisson process N (t) as

Vi) = (-

)
/ V(o) do.

Note that ©(0) = 1 and ¢(0) = 0. Even though it is physically
appealing to think of ((¢) as the position of a particle whose
velocity flips randomly between —1 and +1, the fact that it
has units of time render it to be termed more appropriately
as random time. Fig. 1(b) and (d) respectively show sample
waveforms of v(t) and ((t). The velocity jumps at the same
instants ¢, when N(¢) jumps and takes values of +1. The
random time ((¢) is continuos, but has slope discontinuities at
t,. If there are no jumps in the interval (0,t), then ((t) = t,

HN®; (10)

an

'In the literature v(t) is referred to as the semi-random telegraph signal [24].

otherwise ((t) € (—t,¢]. It is clear that in an infinitesimal
interval dt
dv = v(t+dt) —v(t)
= (—1)N® [(—1)”(“ - 1} — 2u()AN(t). (12)

It is evident from Fig. 1(c) that the coefficient of dN(t), viz.,
v(t) is to be evaluated at t—, which confirms the rules laid out
in Section II-A in relation to (7). Furthermore,

t+dt dt
i = C(t-l—dt)—g“(t):/u(a)do:/u(t+0)da
t 0

dt
= (=)N® /(fl)N(”")*N(t) do = +u(t)dt, (13)
0

where the + sign in (13) pertains to the case when no collisions
occur in the time interval dt and the — sign corresponds to
the case when there is exactly one collision in the infinitesimal
time interval dt. The relation between d¢ and v(t) is also
clear from Figs. 1(b) and (d). The following properties of
the telegraph signal can be established from the definitions of
the corresponding quantities and the properties of the Poisson
process [24]:

E[p(t)] = eV, (14)

E [v(t + At)v(t)] e~ AL (15)
Using these we can show that

n(t) =E[((H)] = e Msinh(At)/A, (16)

AE[C(t+ At)C(t)] = t—e M cosh(AAHE[C(t)]. (17)

Both v(t) and ((t) are therefore non-stationary random pro-

cesses. For large times, v1(t) ~ 0.5/X and AE [¢%(t)] ~ .

Hence the standard deviation of random time increases as /t/\
for large times.

C. Relation Between Wave and Telegrapher’s Equations

Consider now a function %(¢) and define the deterministic
function ¢(t) = E[({(t))], i.e., ©(t) is obtained from t)(t)
by replacing the actual time variable ¢ with the random time
¢(t) and then performing an averaging operation with respect to
the underlying jump process. Using (8), (9), (12), (13) and the
commutation of the expectation and differential operators

de(t) = E[dp(Q)] =E[v(t)y'(Q)]dt
dPo(t) = Eldv(t)y'(¢) + v(t)d(y'(C))] dt
= —2E[v(t)y'(Q)dN]dt + E [v*(t)y" (¢)] (dt)?
= {=2XE )¢ (Ol + E["(O)]} (db)?
= —2Xdp(t)dt 4+ E [¢" ()] (dt)>.

(18)

In other words,

d?p(t) do(t)
w2 TP g

(1)
dt?

_ER ()] = E[ (19)

‘t=<(t>} '



where /() = di(t)/dt|;—¢) denotes the derivative with
respect to its argument. The first line in the expansion for d?¢
above is valid for terms up to order dt?; higher order terms
vanish in the limit of d¢ — 0 in the eventual quantity of
interest d?p/dt?. If 1) and ¢ depend additionally on the spatial
coordinates r = (z,y, 2), i.e., if ¢ =4 (r;¢) and ¢ is a solution
of the partial differential equation (PDE)

0%

atz Ll'/lp’
where L, is some linear operator with respect to the spatial
coordinates, subject to the initial conditions ¢ (r;0) = f(r) (this
can be thought of as the specification of an initial position)
and OY(r;t = 0)/0t = g(r) (this can be thought of as the
specification of an initial velocity), then the term inside the
expectation operator on the right-hand-side of (19) will be of
the form 821/1/8t2\t=<(t), which is equal to Ly1)[;—¢(+). Hence

(20)

o(r;t) =E[o(r;t = ((1))] @D
with ¢(r;t) given by (20) satisfies the PDE
0% de
W TS = Lep 22)
with the same initial conditions, viz.,
ot =0) = fr) ana ZPELZ0 g )
where we have used ((0) = 0 and v(0) = 1 in
o(r;0) = E[¢(r;¢(0)] = f(r) and dp(r;t = 0)/0t =
E[d¢/dt 0u(r; ¢)/OC|e—o] = E[v(0)0v(r;t = 0)/0t] = g(r) in

establishing (23) It is seen that when a field quantity satisfies an
operator equation that involves a second order time derivative
term, the effect of replacing the time variable in the original
field quantity with the random time, followed by averaging with
respect to the underlying Poisson process, has the effect of
introducing a new field variable that satisfies a modified operator
equation containing an additional first-order time derivative
term. The coefficient of the first-derivative term is proportional
to the average arrival rate of the Poisson process. The initial
conditions for the modified field remain the same as the initial
conditions for the original field. As a special case, if the original
field ¢ satisfies the scalar wave equation with L, = v2V2, where
v is the propagation speed, then the new field ¢ satisfies the
reduced Telegrapher’s equation (or the lossy wave equation)

(24)

This remarkable result was first demonstrated in 1D by Kac
in [18] using an entirely different mathematical machinery. His
conjecture that it continues to be valid for higher dimensions
has been formally proven here using concepts from stochastic
calculus. An elementary application of Kac’s result is that the
solution for the current in a series linear RLC circuit can be
obtained in terms of the current of a the lossless LC circuit
when the time variable is replaced with random time having
parameter A = R/2L.

What is even more interesting is that this kind of correspondence
is not limited to wave equation alone, as is clearly evident
from (22). In most literature (24) is itself referred to as the
telegrapher’s equation although a clarification is in order. The

telegrapher’s equation was originally derived for a lossy trans-
mission line having parameters R, G, L, and C respectively, the
series resistance, the shunt conductance, the series inductance,
and the shunt capacitance per unit length, all being non-negative.
With « = G/C,8 = R/L and v = 1/ LC, the telegrapher’s
equation for the voltage V' (z;t) along the line reads

0?V ov 02V

z - V=2 —

g Tt PGy TebV =vias
where z is the space variable. With the change of variable V =
e ¥y, where k = min (c, 3), one gets the equation

2 la—p 2 = 2

o2 9227
which is seen to be the reduced telegrapher s equation in 1D with
the parameter 2\ = |a—f|. In the case of & = 3, (26) reduces to
the wave equation. Equation (26) is also the equation satisfied
by a wave propagating in a linear, homogeneous conducting
medium characterized by the usual electrical parameters (¢, j4, o)
[25]. The quantity v = 1/,/J€ is the speed of light in a lossless
medium with parameters (e, 1), and T = 1/2\ = ¢/o is the
relaxation time of charges in the conducting medium.

(25)

(26)

Using the d’Alembert’s formula for the solution of a wave
equation in 1D [25], [26], the solution of the corresponding
lossy wave equation in an unbounded medium with the initial
conditions given in (23) can be expressed from the stochastic
representation (21) as

flz+o¢() +
2

) z+v((t)
tor [ 9@ dfl.

z—v((t)

et - E fle—uet)

27)

Equation (27), with the random time ((¢) replaced by the deter-
ministic time variable ¢ and the expectation operator removed,
is simply the d’Alembert’s formula given in [25], [26] for the
solution of a wave equation in 1D. Kac [18] only considered the
case with zero velocity (i.e., with g(z) = 0), but (27) generalizes
his result. We may use (21) and (27) to establish some useful
stochastic identities. Equation (27) can be put in a more suitable
form if the initial data are expressed in terms of their Fourier
transforms. The function f(z) and its Fourier transform F'(k,)
are related by the usual transform relationship

f(z):% / F(k,)e™*=* dk,. (28)

Using a similar definition for g(z) and substituting into (27) we
arrive at

oo

2np(z;t) = /F(kzz)eikzz]E [cos(k,v((t))] dk, +

oo

o [ e Elintierd)

ik, z
=% dk, (29
ko e (29)

— 00

This alternate form is sometimes advantageous because the
averaging operation has been transferred to known functions.



The explicit solution for the lossy wave equation in 1D is given
in [26]

p(zit) = e_)‘t{ flz+vt) 42r f(z —ot)
a z+vt[f(5) (3+2)+90)

Iy (2 V32 — (2 — g)?) } de. (30

Equations (27), (29) and (30) may be equated to each other to
yield a number of interesting results. For instance using z = 0
and f(z) =0, we get

UC(t) vt
2
| [ a©d| = [ oo (At\/1v§ﬁ> .
—v((t) —vt

(31)
Note as already indicated that the quantity v((t) could be
positive or negative even if ¢ is positive. If g(£) is chosen such
that the left-hand side and the right-hand side integrals in (31)
could be evaluated in a closed form, certain useful relations
could be obtained. As an example, with g(§) = e~/ we can
show that [27]

. al(t) ae”™ 5
E |:blnh <t>:| = \/ﬁ blnh ( Cl2 + A2t2>
= ol [cosh (Vaz +2222) | (32)
da

This identity could be used to find the nth moment ~,(t) =
E[¢"] for any n. For example, differentiating both sides of (32)
with respect to a and evaluating at a = 0 yields v1(t) =
exp(—At) sinh(At) /A for the first moment of {(¢), which agrees
with that given in (16). The 2D version of the main result in (21)
was also used in [27] to derived some useful integral identities
encountered in wave propagation area.

D. First Order Statistics of the Random Time

In view of the central role played by random time in the stochas-
tic representation of the solution of the telegrapher’s equation
such as in (27), it is of interest to determine the distribution of
the random variable ((¢) for a fixed ¢ on the probability space
(©2,P), where 2 denotes sample space. Consequently, we wish to
determine the probability density function (PDF) p(r;t) defined
by Plw e Q;((t;w) € (r,r+dr)] = p(r;t)dr, r € (—t,t]. It
will be demonstrated later in this section that the PDF p(r;t)
itself satisfies the reduced telegrapher’s equation in 1D with r
taking the place of the spatial variable. As it is more convenient
to first generate the transform of p(r;t), we define the transform
function P(k;s) which is obtained from p(r;t) by taking the
Laplace transform, £, with respect to ¢ and Fourier transform,

F, with respect to r:

P(k;s) = /e*St /p(r;t)e*i""drdt
t=0 r=—00

_ L(.‘":F[p(r;t)]):L(IE [e—“@(ﬂ), (33)

where i = \/—1. The use of Fourier-Laplace transform in the
solution of linear PDEs with constant coefficients is a standard
procedure and documented in a number of books, including [28].
From (8), (12), (13), and using the fact that 2(¢) = 1, we get

d (e_i"g(t)) = —ikv(t)e " Odt, 34

and

d (V(t)e_i"g(t)) — —likdt + 20(t)dN ()] e D (35)

To facilitate further analysis we let u(x;t) = E[e=*<(")] and
uz(k;t) = E[v(t)e=™<(®)], Then taking expectation on both
sides of (34) we have
duy (k;t)
dt

Similarly, taking the expectation on both sides of (35) and
making use of (9) we get

dus(k;t)
dt

Equations (36) and (37) constitute a system of coupled, linear
first order ordinary differential equations. Using E[v(0)] = 1
and x = 0 in (37) and solving for wus(0;t) recovers (14). If
we now take Laplace transform with respect to ¢ on both sides
of (36) and (37) and use the usual properties of the Laplace
transform of the derivative of a function, we arrive at

sP = —ikQ+ u1(k;0) (38)

sQ = —ikP —2XQ + uz(k;0), (39)
where Q(k; s) = L[ua(k;t)] and P(k;s) is defined in (33). Us-
ing uy(k;0) =E[1] =1 and ua(k;0) = E[v(0)-1] =E[1] =1
and solving the simultaneous equations (38) and (39) we finally
get

= —ikus(K;t). (36)

= ikuq (k;t) + 2Aua(k; t). (37)

. (s42X) —ix
P(k;s) POy v (40)
5 —1K
Os) = Fiosr e @

Equation (40) is also derived in [29], but using the expressions
of the Laplace transform of the various moments provided
in [18]. However, the approach taken in this paper is more
straightforward and as a bonus one can derive expressions
for other quantities of interest such as Q(k;s). If P(k;s) is
evaluated at k = 0 and the inverse Laplace transform taken, one
gets

o0

/ p(r;t)dr=06()=1, t>0,

— 00

(42)

verifying that p(r;t) is a valid candidate for PDF for ¢ > 0.
It is also interesting to note from (40) that the PDF p(r;t)
itself satisfies the reduced telegrapher’s equation. Indeed, for



a function w(r;t) satisfying the reduced telegrapher’s equation
O%w/ot? + 200w/ot = v20%w/Or? with initial conditions
p(r;0) = po(r) and Op(r;t)/Ot|t=0 = wvo(r), the Fourier-
Laplace transform W (k; s) satisfies

(5 +2X\)po(k) + Do (k)
52 4+ 2Xs + K202

where pg(k) = Fpo(r)] and (k) = Flvg(r)]. Comparing (43)
with (40), we see that p(r;t) satisfies the reduced telegrapher’s
equation in 1D with the speed v = 1, po(k) = 1, ¥p(k) = —ik,
the latter translating to the initial conditions po(r) = 6(r) and
vo(r) = 0'(r) = dpo(r)/dr. These initial conditions make
perfect sense in view of the fact that ((0) = 0 deterministi-
cally. Likewise, the inverse transform of Q(k;s) satisfies the
same reduced telegrapher’s equation, but with initial conditions

q(r;0) = §(r) and Iq(r;t)/Ot|i=0 = §'(r) — 2X6(r).

Wi(k;s) = 43)

The PDF p(r;t) is obtained from the inverse relation

rt) / / 5+ 2\ —
r( o 2mi | 824+ 2\s + /@2

where the contour I is a straight line parallel to imaginary axis
in the complex s-plane such that all singularities lie to the left
of it. The integrand has simple poles at s1 = —\ £ iv/ k2 — \2
in the complex s-plane. The Laplace inversion may be carried
out by elementary means and the result is

e‘*tei’" dsdr, (44)

p(r;t) = — )2 t) +

SN/ k2 — )\Qt .
(O — m)M T dk. (45)
VEZ — A2
Along the same lines, the functions w; »(k;t), which relate to
the mean of the stochastic processes e~*<(!) and v(t)e="<(®)
can be shown to be
_ AF ik i ]
w1 (K;t) Al cos — A2t 4+ ———sxin — N2t .
R
(46)
Defining
1 T 2 >\2t .
pl(r;t) = / Memr dk, 47
2w VK2 — )2
the PDF in (45) could be expressed as
eMp(rit) = ()\ aa (;1) p1(r;t). (48)

To evaluate the integral in (47) we use the identity [26, p. 303]

t
$MW#V0:;/%QJﬂ—%5%Wn (49)

/RZ _ )2
where Jo(-) is the Bessel function of the first kind of order
0. This equation demonstrates a Fourier transform relationship

between the function sin(-)/(-) and the Bessel function Jy(-).
The Fourier inverse desired in (47) is then equal to

pi(r;t) = %Io ()\\/ 2 — 7“2) Ry(r)

where R;(r) is a unit-valued rectangular pulse function centered
at the origin and of support r € (—t,t], Io(-) is the modified
Bessel function of order 0, and we have used the fact that

(50)

Iy(x) = Jo(ix). Using this in (48), the PDF is finally obtained
as
p(r;t) = e’\t{é(t —r)+ = |y </\\/ 12 — 7“2) +

for r € (—t,t], t > 0.

This is a new result for the PDF of the random time and has not
been derived before, although an expression for the even part
of it, viz., h(r;t) = p(r;t) +p(—r;t) without the delta function
term is available in [29]. It is also different from the expression
given in [13] and [19], because these works assume different
initial conditions that do not pertain to the random time {(t) that
we are considering in the paper. It is seen that the PDF in (51)
is asymmetric in 7 as it should be because ((t) = +t until the
time first jump occurs, indicating that the random time is skewed
towards positive times. Furthermore, the mean value, 1 (%),
of ((t) per equation (16) is v1(t) = exp(—At)sinh(At)/\,
implying that the PDF cannot be symmetric about » = 0. The
expression given in [19] is symmetric and even though it is a
solution to the reduced telegrapher’s equation, the PDF does not
correspond to ((t). The delta function contribution in (51) arises
from the event when there are no jumps in the interval (0,¢) and
this, we know, happens for the Poisson process with a probability
e~ M. The remaining terms are due to various jumps happening
between (0,t). Fig. 2 shows a plot of p(r;t) for A = 0.1sec™ !,
t = 60 secs, compared with numerical simulations generated
with N, = 106 realizations for the random time ((t). For the
parameters chosen, the expected number of jumps in the interval
(0,t) is A\t = 6. The delta function has been excluded in the
analytical data shown in Fig. 2. The asymmetry in r and the
spike emerging at r = ¢ in the numerical results are clearly
seen from the plot.

E. Application to Pulse Propagation in Dispersive Media

In this subsection, we will demonstrate how the stochastic
model developed in the foregoing sections can be applied to
derive some useful field relations in pulse propagation in causal
dispersive media. We will consider 2D Maxwell’s equations,
together with the commonly used dielectric dispersion models
of Lorentz and Drude [30]. Extension to 3D and other dispersion
models can be proceeded along the same lines. Recall that
the permittivity expression for a Lorentz model is derived by
treating the interaction of a bound electron, itself represented as
a damped harmonic oscillator, under the influence of a harmonic
electric field [31]. Assuming an e~ ™’ time convention, where
w is the radian frequency, the complex dielectric permittivity of
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Fig. 2. PDF p(r;t) of the random time for ¢t = 60 sec.

a single resonance Lorentz model is

w2

P =14 xe(w),

o=1— "=
Ere (W2 +iyw — w?)

(52)
where w,, is the plasma frequency, v is the damping constant
resulting from collisions of electrons in the medium, wy is the
resonant frequency of the oscillator, and x.(w) is the electric
susceptibility. When wy = 0, the model is known as the Drude
model and is used in optical propagation in conductors as well
as in radiowave propagation in the ionosphere [32]. For many
practical media, including ionosphere and sea-water, v < wy,.

Consider 2D (9/0y = 0) electromagnetic fields (E,, H,) that
evolve in a semi-infinite Lorentz or Drude medium (z > 0). The
field components are related through Maxwell’s equations by

dE.  OH,

Oz = #OW’ (53)
oH, 9E, 0P,

oz~ o Tar (4

where the electric polarization P, is related to the electric field
FE, via

0P, oP,

oz ot
The left hand side of (55) is similar to that of (26), thus
permitting stochastic formulation. It may be interesting to note
that the average rate, )\, of the Poisson process determining the
random time ((¢) has a physical interpretation here in that it is
directly proportional to the collision frequency, ~, of electrons
within the medium comprising the model. Indeed 2\ = ~ for
the Lorentz/Drude media. By considering the particular solution

= eqwp B, — wj P.. (55)

sinwo (t — 71)

¢
Q. (z;t) = eowi / E.(xz;m) dm (56)

— 00

wo

of the inhomogeneous wave equation corresponding to (55):

9?Q,
ag + Wi Q. = €woE-, (57)
the stochastic representation of P, can be obtained as
¢(t) ) .
P,(z;t) = eowiE / Ez(sc;7'1)Smwo(i)M drm |,
0
(58)
which could be substituted back into (54) to yield:
10H, OFE, 9
— = F(z;t 59
€ Ox ot wp F@st), (59)
where
(1)
Fz;t) = R{E |v(t)e® [ B (x;m)e” ™™ dry | 3,
(60)

and R(-) denotes real part of. The system comprised of (53) and
(59) can then be solved for (E., H,) subject to boundary condi-
tions specified at x = 0. The system may also be implemented
using numerical schemes such as FDTD [33] to update (E., H,)
in time and space. In numerical implementations it would be
necessary to examine how the quantity F'(z;t) evolves in time.
Using properties (P1) and (P2) of the Poisson process, we can
establish the following exact relation valid for any At > 0:

F(z;t+ At) = %{g(t, At F(z;t) +
+E|v(t+ At)emﬂc<t+m) X
C(t+A)
X / E.(z;1)e wom dT1] },(61)
¢(t)
where

g(t,At) = E (V(t)y(t + At)eiwol¢ <t+At>*<<t>l) L (62
Hence it is seen that a knowledge of the correlation function
of the complex-valued random process v(t)expliwo((t)] is
required to update the field F'(z;t¢). The mean of this random
process is given by the function us(k = —wp;t) considered in
subsection II-D and its correlation function is given by (77) in
the Appendix.

Owing to simplicity, we will henceforth consider the Drude
medium (wy = 0) and derive some useful relations for the
evolution of the field F(x;t). However, the more general case
with wg # 0 can be treated in a similar manner. From the second
order statistics given in (15), we see that the exact evolution
equation for the Drude medium is

F(z;t+ At) = e "2 F(x;t) + E|v(t + At) x

C(t+AL)
E.(x;71) d’rl] . (63)

¢(t)



It is seen from (63) that the future value of F'(x;t) depends on
its present value, on the statistics of the jump process in the time
interval (¢, ¢+ At), on the telegraph signal v(¢+ At) and on the
electric field values in the interval ({(t),((t + At)). Equation
(59) together with (63) may be compared to the corresponding
equation that appears in the recursive convolution method of
FDTD formulations that is used to treat propagation in linear,
dispersive media [33]. The convolutional integral there involving
dx.(t)/dt and E,(x;t) is replaced in the stochastic formulation
with the last term on the right hand side of (59). The benefit
of not having a convolutional integral is somewhat offset by the
appearance of the expectation operator and the random upper
limit of the inner integral in (60) in the stochastic formulation.
If YAt < 1 as used in many FDTD calculations [34], [35]
(Reference [35] uses v/w, = 6.732x 1073, yAt = 2.61 x 1074,
reference [33] uses YAt = 2.564 x 10~2), the expected number
of collisions in an interval At as given by (4) is equal to 0.
In such a case N(t + At) — N(t) = 0, v(t + At) = v(t),
C(t+ At) — ((t) = v(t)At (see eqn. (13), and we get from (63)
on using %(t) = 1 the approximate evolution equation

F(z;t+ At) = e YAE (2 t) + AtE [E.(2:¢(1)],  (64)

on assuming the electric field to remain constant in the interval
|C(t + At) — ((¥)| < At. Thus the updated field F'(z;t + At)
depends on the current field F'(x;t) and the expected value of
E,(z;t) at the random time ¢ = ((t). It is safe to say that
equation (64) will continue to hold for larger At such that
vAt < 0.1. In fact, the probability of having no collisions in
an interval At from (3) is e *** > 0.95 for YAt = 0.1. In
numerical computations, the field in normally evaluated over a
uniform temporal grid. So, some sort of interpolation will be
involved in computing the last term in (64). Furthermore, since
the standard deviation of ((t) increases as v/t for large ¢ (see
egs. (16) and (17)), more computations will be required at longer
times to implement the expectation operator in (64) and the
computation time involving (54) and (64) will approximately
increase as O(v/t) in time. This increase in computations at
long times is also true for numerical schemes employing the
traditional convolutional integral. It remains to be seen whether
the representation (59) together with the approximate evolution
equation (64) will result in more accurate or more stable
numerical schemes than the ones currently used in FDTD. In
this regard, one has to weigh in the operation count of the entire
algorithm as well.

There is an alternative viewpoint in which the random time
manifests in frequency-dependent dispersive media. The sec-
ond order equation satisfied by a cartesian component of the
electromagnetic field, E, in a homogeneous, isotropic, locally
linear, temporally dispersive medium with no externally supplied
sources is the Helmholtz equation v?V2E + w?c..E = 0,
where v = 1/,/jig€g is the speed of light in free-space. The
exact (pseudo) differential equation for the time-dependent field
component &, keeping in mind that a factor —iw in the frequency
domain translates to the operator 0/t in time-domain, for the
Drude medium is

8
2V2E — 8275 _ wz%a*g
(v+ 35)

ot?
This equation is not directly amenable to treatment by the
stochastic model presented in this paper. However, in the low

E=0. (65)

frequency regime where w < v < wp, the complex dielectric
constant approximates to e;cw? ~ w?+iw/7o, where 1o = /w?
and the exact equation (65) approximates to

2
0°& 66)

which is identical to the modified Telegraphers’s equation (24)
considered in this paper. At these low frequencies, the statistics
of the Poisson process in the stochastic model are governed by
the damping constant as well as the plasma frequency. On the
other hand, at high frequencies where w > =, the dielectric
constant approximates to e;.w® ~ w? — w2 and (65) reduces
to the Klein-Gordon equation [25], [36] (which is a relativistic
version of the time-dependent Schrédinger equation)
2
v2*V3E — % - wﬁé’ = 0.
It is not uncommon in electromagnetic pulse propagation studies
to consider limiting cases such as these to facilitate asymptotic
analysis [37]. Notwithstanding this, it is still of interest to
develop a stochastic model for the exact equation (65) valid
at all frequencies.

(67)

III. CONCLUSIONS

Using stochastic calculus pertaining to jump processes, we have
in this paper, established Kac’s conjecture that the solution of a
modified telegrapher’s equation can be expressed in terms of the
solution of a wave equation by simply replacing the time variable
with random time generated from a Poisson process. We are
able to demonstrate this for arbitrary initial conditions and for
linear PDEs more general than the wave equation that contain
second order time derivatives. An expression has been derived
for the probability density function of the random time and it is
shown that the PDF itself satisfies the modified telegrapher’s
equation. This expression is more general than the currently
available expression in the literature that is applicable only to
the even part of the random time.

The theory presented in the paper is applicable to waves
propagating in a conducting medium, including the case where
the conductivity (or more generally where the complex relative
permittivity) is frequency dependent. Accordingly, the concept
of random time was applied to pulse propagation in dispersive
media in subsection II-E and new update equations for the
field components have been derived that should find utility in
numerical implementations such as FDTD. In particular Lorentz
and Drude media were considered in the paper and we have
shown that the computation time for field evaluation goes up
in time as O(v/t). Application to more complicated media such
as those characterized by multiple resonant Lorentz model is
underway and will be reported in a future paper. It would also
be interesting to derive higher order evolution approximations
to the field F(x;t) by equating the probability of having fewer
that k collisions in an interval At to a given number and then
determining k£ from it. This should facilitate development of
numerical schemes with some sort of error control. For instance
approximation (64) has been derived under the assumption of
having no collisions in an interval At. But the probability of no
collisions in an interval At is e~ *2f. By setting this probability



to a given number less than unity, one should be able to
determine the maximum permissible At for this approximation.
Such studies will be taken up in the future.

The concept of random could be utilized to extend the analytical
solution of wave propagation problems that are available only
for lossless media. For instance, the Cagniard-de Hoop method
[38] has been applied in the past to treat transient radiation
arising in certain non-conducting, boundary value problems [39],
[40]. It should be possible to extend the expressions provided
in these works to the corresponding lossy media by simply
replacing the time variable with the random time and performing
an expectation with respect to the Poisson process, thereby
increasing the utility of the Cagniard-de Hoop method.

APPENDIX
CORRELATION FUNCTION OF v(t)e0¢(t)

Define
91,6) = E{vlwly+geltro—cmil - g
and
hi(n,&) = E {V(n)eiwo[é(n+£)—é(n)]} ] (69)
(70)
Then it is clear from using (14) and (15) that
g(n,0) = 1, (71)
hi(n,0) = e 2, (72)
Using (9), (12), and (13), it can be established that for & > 0
0
a% = —2\g +iwohi, (73)
and
oh ,
8—5 iwog. (74)
From (71), (72) and (73), we see that
0
) R S el (75)
193 €0

A second order equation for g can be obtained on combining
(73) and (74):
9%g g
=+ 222 +wig=0 76
852 + 85 + Wog 9 ( )

which can be solved by standard means for the initial conditions
specified in (71) and (75) to yield

A — dwge 2

9(n,§) = |cosh(p€) — sinh(pé) | e, (77)

where p = /A2 — w?. As a quick check, g(n, &) = e~ 2*¢ when
wp = 0, a result that agrees with (15).
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