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Abstract—A new Volterra integral equation of the second kind with square integrable kernel is derived for paraxial propagation of radiowaves over a gently varying, perfectly conducting rough surface. The integral equation is solved exactly in terms of a finite series and the necessary and sufficient conditions for the solution to exist and converge are established. Super exponential convergence of the Neumann series for arbitrary surface slope is established through asymptotic analysis. Expressions are derived for the determination of the number of terms needed to achieve a given accuracy, the latter depending on the parameters of the rough surface, the frequency of operation and the maximum range. Numerical results with truncated series are compared with that obtained by solving the integral equation numerically for a sinusoidal surface, Gaussian hill, and a random rough surface with Pierson-Moskowitz spectrum.
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I. INTRODUCTION

Wave propagation over a rough surface is a classical problem and is important in a number of areas including radar detection [1], [2], remote sensing [3], [4], wireless communications [5], [6], underwater acoustics [7] and optics [8], [9]. By rough surface we mean either a deterministic surface as in the case of an irregular terrain or a statistical one as in the case of a sea surface. Various methods such as physical optics (also known as the Kirchhoff’s approximation) [10], small perturbation [9], integral equation [11], [12], [13], [14], [15], modal series [16], [17], partial differential equation [18], [19], [20], etc. are used to study scattering and propagation of waves over rough surfaces, with each offering its own niche advantage under certain situations.

When the normal distances of the source and receiving points relative to the mean surface are a small fraction of the separation between the source and observation points, and the rough surface is gently varying (meaning that its slope angles are small), propagation is primarily governed by forward traveling waves which make small angles with respect to the mean surface. Such cases are encountered, for example, in ship-ship radar/communications over a rough sea or long distance communications over irregular terrain with ground-based antennas. In such a case the Helmholtz equation, which the electromagnetic fields satisfy, may be replaced with the parabolic equation [21], wherein paraxial waves travel in a unidirectional direction with respect to one coordinate (usually range) direction. Parabolic equation and its variants has been successfully used in many propagation and bistatic scattering problems in the electromagnetics [22], acoustics [7], and optics [23] areas. The present paper is concerned with determining the current density induced on a rough surface when the fields in a semi-infinite region bounded by the rough surface satisfy the parabolic equation under time-harmonic excitation.

Integral equation methods, that make use of the Green’s function for the problem at hand, are attractive owing to their ability to automatically incorporate the boundary condition at infinity with the added advantage that unknowns are distributed only on the boundary of the region of interest. In our case the boundary is simply the rough surface. Because the parabolic equation has only a first-order derivative along the range axis, the relevant integral equation will be of Volterra type as opposed to the Fredholm type [13] for the Helmholtz equation. Previous formulations of the integral equations for the parabolic equation [24], [25], [26], [27] or for low-grazing angle formulations [28] concentrated on obtaining the solution numerically using a variety of approaches. That the Volterra integral equation can be solved exactly appears to have escaped the attention of previous researchers and it is the purpose of the present paper to provide such a solution. By exact we mean a solution that does not involve matrix inversion, in the same sense that the infinite series solution of scattering of a perfectly conducting sphere is considered exact.

Using the Green’s function for the parabolic equation, we first derive a new Volterra integral equation of the second kind in subsection II-A for the induced current density assuming a perfectly conducting rough surface and horizontal polarization. Extension to other surface types and polarizations can be carried out in a similar fashion. The kernel of the integral equation as well as the initial fields are both shown to belong to the space of square integrable functions [29]. The resulting second-kind integral equation is solved in subsection II-B exactly using Picard’s method of iteration, resulting in an infinite series with iterated kernels. The necessary and sufficient conditions for the series to converge are established. An expression is found in subsection II-C for the integrated mean square error bound in terms of the maximum range, the frequency of operation and the parameters of the rough surface when the infinite series is truncated. While the exact series solution stands on its own merit, we do not claim that it will result in a numerically efficient solution for long distance propagation without further optimization of the various algorithmic steps. However, we believe that it will open the door to obtain various analytical approximations under specialized situations. For instance, the
zeroth order approximation comprised of the right-hand side of the original integral equation is shown in subsection II-D to be accurate when the slope angles and/or the range parameters are sufficiently small. Numerical results for the current density and propagation factor obtained with a truncated series are compared in section III with those obtained on solving the integral equation numerically for a surfaces with both small and large slope angles (but still small enough so that parabolic approximation still holds). Finally, conclusions and future directions are presented in section IV. The deterministic results presented in the paper will form the starting point for the treatment of a random rough surface. Still, the results should have a value of their own right in areas such as wireless communication, where one is concerned with the propagation of radio waves over a deterministic irregular terrain [30], [31], [22].

II. THEORY

We consider time-harmonic propagation of two-dimensional radio waves over a 1D rough surface (a surface varying only in one direction). For simplicity, the surface is assumed to be perfectly conducting, although a similar formulation could be carried out for the more general case of an impedance surface. We consider time-harmonic propagation of two-dimensional electric and magnetic fields in the plane \( \mathbb{R}^2 \) and an \( x \)-axis and an \( y \)-axis and an \( \omega \)-axis assumed. All field quantities are assumed to be invariant of the \( y \)-axis and an \( e^{-\omega t} \) time dependence at the radian frequency \( \omega = 2\pi f \) in the time variable \( t \) is assumed and suppressed throughout. The fields are assumed to be generated by a vertically polarized magnetic source placed in the plane \( x = 0 \), resulting in a TE\(_z\) mode with non-zero field components of \( E_y \), \( H_x \), and \( H_z \), where \( E \) denotes electric field and \( H \) denotes magnetic field. The rough surface is described by \( z = g(x) \) and the medium above it is assumed to be vacuum with constitutive parameters (\( \epsilon_0, \mu_0 \)). Vacuum is treated as the limiting case of a lossy medium having wavenumber \( k_0 = \omega/\sqrt{\epsilon_0\mu_0}(1+i\epsilon), \epsilon > 0, \) in the limit of \( \epsilon \to 0 \).

\[
\frac{\partial U}{\partial x} = \frac{i}{2k_0} \frac{\partial^2 U}{\partial z^2} + \delta(x-\xi)(z-\eta),
\]

where \( \delta(x) \) is the unit impulse function at \( x = 0 \). This linear partial differential equation with constant coefficients can be solved by employing either a Fourier transformation with respect to \( z \) [34] or a Laplace transformation with respect to \( x \) and carrying out standard manipulations. The solution is

\[
G_0(x, z; \xi, \eta) = \frac{\gamma \Theta(x-\xi)}{\sqrt{\omega}} \exp \left[ \frac{k_0}{2} (z - \eta)^2 \right], \tag{3}
\]

where \( \gamma = \sqrt{k_0/2\pi i} \) and \( \Theta(x) \) is the unit step function. For later purposes the following integral representation of \( G_0 \) will become useful:

\[
G_0(x, z; \xi, \eta) = \frac{\Theta(x-\xi)}{2\pi} \int_{-\infty}^{\infty} e^{ikz/2}(z-\eta) e^{-i\frac{k_0}{2\pi}(x-\xi)} dkz. \tag{4}
\]

The Green’s function \( G_0 \) satisfies the following basic properties:

\[
\begin{align*}
\text{I} & \quad \frac{\partial G_0}{\partial x} = -\frac{\partial G_0}{\partial \xi}, \quad \frac{\partial G_0}{\partial \eta} = -\frac{\partial G_0}{\partial z} \\
\text{II} & \quad \lim_{|z| \to \infty} |G_0| = 0, \quad \lim_{|z| \to \infty} |\partial G_0/\partial z| = 0 \\
\text{III} & \quad \lim_{x \to \xi} G_0(x, z; \xi, \eta) = \delta(z - \eta) \\
\text{IV} & \quad \lim_{z \to \eta} \frac{i}{2k_0} \frac{\partial G_0}{\partial z} = -\text{Sign}(z - \eta) \frac{1}{2} \delta(x - \xi)
\end{align*}
\]

as can be easily verified by keeping in mind that \( k_0 \) has a vanishingly small positive imaginary part.

A. Volterra Integral Equation of the Second Kind

Consider a region \( S \) bounded by \( C_0 + C + C_z + C_\infty \) as shown in Fig. 1. The contour \( C_0 \) is defined by the vertical line \( x = 0 \), \( C_z \) is defined by the line \( x = x^+ \), \( C_\infty \) is defined by the horizontal line \( z \to \infty \) and \( C \) corresponds to the rough surface. Integrating the null quantity \( \{G_0 \cdot \partial U/\partial \xi - (i/2k_0) \partial^2 U/\partial \eta^2 + U \cdot \partial G_0/\partial \xi + (i/2k_0) \partial^2 G_0/\partial \eta^2 + \delta(x-\xi)(z-\eta)\} \) over \( S \) and assuming that \( U \) and \( \partial U/\partial z \) are bounded at infinity, it can be shown by making use of the properties (I)-(IV) of the Green’s function.
that

\[ U(x, z) = \int_{g_0}^{\infty} U_0(\eta)G_0(x, z; 0, \eta) \, d\eta - \frac{i}{2k_0} \int_0^x J(\xi)G_0(x, z; \xi, g(\xi)) \, d\xi, \quad (5) \]

\[ =: U_1(x, z) + U_s(x, z) \quad (6) \]

where \( g_0 = g(x = 0) \) and \( J(\xi) := \frac{\partial U}{\partial \xi}[\xi, \eta = g(\xi)] \) is referred to as the \textit{current density} ¹.

The first integral on the right hand side of (5) constitutes the field in free-space, \( U_1(x, z) \), that arises from the initial field \( U_0(\eta) \), and the second term corresponds to the scattered field, \( U_s(x, z) \), that is generated by the vertical derivative \( \partial U/\partial z \) of the reduced field residing on \( C \).

An integral equation of the first kind can be derived as in [27] by taking the limit as \( z \to g(x) \) along a vertical line and making use of the fact that \( U(x, g(x)) = 0 \). However, we are interested in deriving an integral equation of the second kind so that an analytical solution in terms of an infinite series is possible. To this end, we take the vertical derivative on both sides of (5) and take the limit as \( z \to g(x) \) on a vertical line. The following limit relation is encountered, which can be easily derived based on property (IV) of \( G_0 \):

\[ \lim_{z \to g(x)} \frac{1}{ik_0} \frac{\partial G_0}{\partial z}[x, z; \xi, g(\xi)] = \delta(x - \xi) + g_d(x; \xi) \cdot -G_0[x, g(x); \xi, g(\xi)] \quad (7) \]

where

\[ g_d(x; \xi) := \frac{g(x) - g(\xi)}{x - \xi}. \quad (8) \]

The function \( g_d(x; \xi) \) is bounded when the slopes of the rough surface are finite. Using (7), the following Volterra integral equation of the second kind in the unknown \( J(x) \) is obtained from (6):

\[ J(x) - \gamma \int_0^x \frac{K_0(x; \xi)}{\sqrt{x - \xi}} J(\xi) \, d\xi = J_i(x), \quad (9) \]

where

\[ K_0(x; \xi) := g_d(x; \xi)e^{ik_0(x-\xi)}g_0^2(x; \xi)/2 = K_0^*(\xi; x), \quad (10) \]

with superscript \( * \) denoting complex conjugate and

\[ J_i(x) := -2 \int_{g_0}^{\infty} U_0(\eta)\frac{\partial G_0(x, g(x); 0, \eta)}{\partial \eta} \, d\eta \quad (11) \]

\[ = 2 \int_{g_0}^{\infty} \frac{\partial U_0}{\partial \eta}G_0(x, g(x); 0, \eta) \, d\eta \quad (12) \]

Equation (9) is again utilized on the right hand side of the resulting equation to finally yield the following Volterra integral equation of the second kind with a square integrable kernel \( K_1 \):

\[ J(x) - \gamma^2 \int_{t=0}^{x} K_1(x; t) J(t) \, dt = J^{(0)}(x), \quad (15) \]

where

\[ J^{(0)}(x) := J_i(x) + \gamma \int_{x'=0}^{x} J_i(x') \frac{K_0(x; x')}{\sqrt{x - x'}} \, dx', \quad (16) \]

and

\[ K_1(x; t) := \frac{K_0(x; t)}{\sqrt{(x - x')(x' - t)}} \quad (17) \]

The kernel \( K_1 \) is actually bounded in addition to being in \( L_2(0, X) \) space. The weak singularity in the integrand of (17) is removable as can be seen by making the change of variable

¹It may be noted that the traditional current density for 2D propagation defined as \( y \cdot (n \times H) \) can be approximately related to the vertical derivative for surfaces having small slopes by noting that \( y \cdot (n \times H) = (i/\omega\mu_0)n \cdot \nabla E_y = (i/\omega\mu_0)\partial E_y/\partial z - g'(x)e^0\partial E_y/\partial z)/\sqrt{1 + (g'(x))^2} \approx (i/\omega\mu_0)\partial E_y/\partial z/\sqrt{1 + (g'(x))^2} = (i/\omega\mu_0)e^{ik_0x}J(x)/\sqrt{1 + (g'(x))^2} \)

where \( g'(x) \) is the derivative of \( g(x) \).
\[ x' = x \sin^2 \theta + t \cos^2 \theta \] to result in

\[
K_1(x; t) = \frac{\pi}{2} \int_{\theta=0}^{\pi/2} K_0(x; x \sin^2 \theta + t \cos^2 \theta) \times \\
K_0(x \sin^2 \theta + t \cos^2 \theta; t) \, d\theta,
\]

(18)

which shows that \( K_1 \) is bounded if \( K_0(x; x') \) is bounded. Equation (18) also shows that \( K_1(x; x) = \pi K_0^2(x; x) = \pi |g'(x)|^2 \).

The transformation \( x' = x \sin^2 \theta \) in (16) yields the expression

\[
J^{(0)}(x) = \frac{J_1(x) + 2\gamma \sqrt{x}}{\pi/2} \int_{\theta=0}^{\pi/2} J_1(x \sin^2 \theta) K_0(x; x \sin^2 \theta) \sin \theta \, d\theta,
\]

(19)

which reveals that \( J^{(0)}(x) \) is bounded and square integrable in \((0, X)\) if \( J_1(x) \) is bounded.

**B. Exact Current Distribution**

Under certain conditions, the integral equation (15) can be readily solved by the Picard’s method of successive approximation to result in an infinite series, also known as the Neumann series [36]. We assume at the outset that the initial data is such that the incident current density \( J_1(x) \) is bounded. A sufficient condition for \(|J_1(x)|\) to be bounded can be established by making use of (11) and (4). Using the Fourier representation (4) of the Green’s function in (11), we see that

\[
J_1(x) = \frac{i}{\pi} \int_{-\infty}^{\infty} U_0(\eta) k_z e^{ik_z(x-\eta-x)} e^{-ik_z^2 x/2k_0} dk_z d\eta
\]

\[
= \frac{-i}{\pi} \int_{-\infty}^{\infty} k_z \overline{U}_0(k_z) e^{ik_z x} e^{-ik_z^2 x/2k_0} dk_z,
\]

(20)

where \( \overline{U}_0(k_z) = \int_{-\infty}^{\infty} U_0(\eta) \exp(-ik_z \eta) \, d\eta \) is the Fourier transform of \( U_0(\eta) \). Therefore,

\[
\pi |J_1(x)| \leq \int_{-\infty}^{\infty} |k_z \overline{U}_0(k_z)| \, dk_z.
\]

(21)

The integrand of the right hand side is recognized as the modulus of the Fourier spectrum of \( dU_0(\eta)/d\eta \). Thus, (21) implies that a sufficient condition for \( J_1(x) \) to be bounded is the existence of the first derivative of \( U_0(\eta) \) in the entire interval \((g_0, \infty)\). However, \( J_1(x) \) can remain finite even if \( U_0(\eta) \) is discontinuous at finite number of isolated points. This is certainly true for a truncated Gaussian type of source that is commonly used in propagation studies [18]. Indeed, for a Gaussian source of amplitude \( A \), centered at \( H_1 \) with a standard deviation \( \sigma_z \) and truncated to zero below \( \eta = g_0 \),

\[
U_0(\eta) = \frac{A}{\sqrt{2\pi\sigma_z}} e^{-(\eta-H_1)^2/2\sigma_z^2}, \quad \eta = (g_0^+, \infty),
\]

(22)

and we get

\[
J_i(x) = \frac{A [H_i - g(x)]}{(\sigma_z^2 + i x/k_0)^{3/2}} \sqrt{\frac{2}{\pi}} f_i \times \\
\exp \left[ -\frac{(H_i - g(x))^2}{2(\sigma_z^2 + i x/k_0)} \right]
\]

(23)

where

\[
f_i = 1 - \frac{1}{2} \frac{\text{erfc}(\gamma g/\sqrt{\beta} + \frac{u_0}{2\sqrt{\beta}})}{\sqrt{\gamma^2 + \frac{u_0^2}{2\beta}}}
\]

\[
+ \frac{1}{2} \frac{\text{erfc}(\gamma g/\sqrt{\beta} - \frac{u_0}{2\sqrt{\beta}})}{\sqrt{\gamma^2 + \frac{u_0^2}{2\beta}}}
\]

\[
\sim 1, \quad u_0 > 1
\]

(24)

(25)

with \( u_0 = (H_i - g_0)/\sigma_z \), \( \gamma_0 = i k_0 (H_i - g(x)) \sigma_z / x \), \((2\beta)^{-1} = (1 - i k_0 \sigma_z^2 / x) \) and \( \text{erfc}(\cdot) \) denotes complementary error function [37]. Hence \( J_i(x) \) is bounded for any \( x \) in a finite range \((0, X)\) even though \( U_0(g_0^+) \neq 0 \) and \( U_0(g_0) \) is set to zero.

We next assume that the function defining the rough surface satisfies the Lipschitz condition [29] on \((0, X)\), i.e., for a positive constant \( \alpha_g \)

\[
|g(x) - g(\xi)| \leq \alpha_g |x - \xi|
\]

(26)

Lipschitz requirement is stronger than continuity, but weaker than differentiability. For differentiable functions, \( \alpha_g \) is simply the maximum absolute derivative, but the Lipschitz condition is satisfied also by non-differentiable functions. For instance, a continuous, piecewise linear rough surface satisfies the Lipschitz condition with \( \alpha_g = \max(\text{absolute slope}) \). Thus the function in (8) satisfies \( |g_d(x; \xi)| \leq \alpha_g \) and the kernel in (10) remains bounded: \( |K_0(x; \xi)| \leq \alpha_g \). As already pointed out in subsection II-A, the kernel \( K_1(x; t) \) and the function \( J^{(0)}(x) \) are both bounded and hence belong to the \( L_2(0, X) \) space if \( K_0(x; x') \) and \( J_1(x) \) are respectively bounded. In view of these results, the following theorem [36], [38] immediately applies to our situation:

**Theorem (Volterra Integral Equation of the Second Kind).** The Volterra integral equation of the second kind (15), where the kernel \( K_1(x; t) \) and the function \( J^{(0)}(x) \) belong to the class \( L_2(0, X) \), has a unique non-trivial solution in \( L_2(0, X) \) for arbitrary \( \gamma \in \mathbb{C} \). This solution is given by the formula

\[
J(x) = J^{(0)}(x) + \sum_{n=1}^{\infty} \gamma^n \int_{0}^{x} K_n(x; t) J^{(0)}(t) \, dt,
\]

(27)

where the kernels \( K_n(x; t) \) satisfy the recurrence relation

\[
K_n(x; t) = \int_{t}^{x} K_1(x; \xi) K_{n-1}(\xi; t) \, d\xi, \text{ for } n \geq 2.
\]

(28)

It is important to bear in mind that for any \( n = 1, 2, \ldots \), \( K_n(x; t) = 0 \) for \( t > x \). Computation of the solution from (27) requires (i) determining the zeroth order current density \( J^{(0)}(x) \) from (16) and (ii) determining the kernels \( K_n(x; t) \) by
evaluating the integrals (28), and (iii) evaluating the integrals on the right hand side of (27). The amount of computational labor depends on the number of terms used in the series, the nature of the rough surface, the maximum range \(X\), and the integration scheme employed.

### C. Truncated Series and Error Estimates

In practice one would like to truncate the series in (27) to some finite upper limit to aid computation. Our main goal in this subsection is to investigate the rate at which the truncated series solution approaches the exact solution as the number of terms is increased. Using asymptotic theory we show that the truncation limit can be chosen appropriately so that the error with respect to the exact solution can be made as small as desired for any slope (of course within the constraints imposed by the validity of the parabolic approximation). We also derive an expression for the integrated root mean square error as a function of the physical parameters of the problem as well as expressions for the determination of the number of terms needed to achieve a given accuracy. We make repeated use of the Schwartz inequality [29], which states for two complex valued functions \(f_1(x)\) and \(f_2(x)\) in \(x \in (a, b)\) that

\[
\left| \int_a^b f_1(x)f_2(x) \, dx \right|^2 \leq \int_a^b |f_1(x)|^2 \, dx \int_a^b |f_2(x)|^2 \, dx.
\]  

(29)

The \(L_2\) norm of the \(n\)th iterate, \(||J^{(n)}||\), over the domain \(x \in (0, X)\) is defined as

\[
||J^{(n)}||^2 = \int_0^X |J^{(n)}(x)|^2 \, dx.
\]  

(30)

The \(N\)th iterate of the current density is that which is obtained by truncating the upper limit in the right hand of (27) to \(N\):

\[
J^{(N)}(x) = J^{(0)}(x) + \sum_{n=1}^N \gamma^{2n} \int_0^x K_n(x; t) J^{(0)}(t) \, dt
\]

\[
\equiv J^{(0)}(x) + \sum_{n=1}^N \left[ J^{(n)}(x) - J^{(n-1)}(x) \right],
\]  

(31)

where the incremental contribution of the \(n\)th term in the summation is

\[
J^{(n)}(x) - J^{(n-1)}(x) = \left( \frac{-i}{\lambda} \right)^n \int_0^x K_n(x; t) J^{(0)}(t) \, dt
\]  

(32)

on recognizing that \(\gamma^2 = -i/\lambda\), where \(\lambda\) is the free-space wavelength. For \(N\) sufficiently large, \(J^{(N)}(x)\) will be close to the exact solution \(J(x) \equiv J^{(\infty)}(x)\). For a given accuracy, that value of \(N\) depends on the maximum range \(x = X\), the nature of the rough surface, frequency of operation, etc.

We will first provide worst-case estimates for the error incurred in employing the \(N\)th iterate by performing an analysis along the lines of Tricomi [36]. From subsections II-A and II-B we can conclude that

\[
|K_0(x; t)| \leq \alpha_g, \quad \text{and} \quad |K_1(x; t)| \leq \pi \alpha_g^2.
\]  

(33)

(34)

It is also clear from observing the phase of \(K_0\) in equation (10) that the maximum effective wavenumber of oscillation along the terrain is \(k_x = k_0 \alpha_g^2/2\) and the corresponding minimum wavelength of oscillation is \(\lambda_x = 2\pi/k_x = 2\lambda/\alpha_g^2\). Hence, if the maximum slope angle of the terrain is \(10^\circ\), the minimum wavelength of oscillation is \(\lambda_x \approx 64\lambda\). The squared norm of the kernel \(K_n(x; t)\) is defined as

\[
||K_n||^2 = \int_{x=0}^X \int_{t=0}^x |K_n(x; t)|^2 \, dt \, dx.
\]  

(35)

Let us designate

\[
A^2(x) = \int_{t=0}^x |K_1(x; t)|^2 \, dt, \quad 0 \leq x \leq X
\]

\[
= \int_{t=0}^x |K_1(x; t)|^2 \, dt \leq (\pi \alpha_g^2)^2 x,
\]  

(36)

and

\[
B^2(t) = \int_{x=0}^X |K_1(x; t)|^2 \, dx, \quad 0 \leq t \leq X
\]

\[
= \int_{x=t}^X |K_1(x; t)|^2 \, dx \leq (\pi \alpha_g^2)^2 (X - t),
\]  

(37)

where the last inequalities in (36) and (37) follow from (33) and (34) respectively. Using these it is easy to see that

\[
||K^2|| = \int_{x=0}^X A^2(x) \, dx = \int_{t=0}^X B^2(t) \, dt
\]

\[
\leq (\pi \alpha_g^2 X)^2 / 2.
\]  

(39)

From the upper bound in (39) one can conclude that ||\(K_1||\) increases linearly with \(X\) and quadratically with \(\alpha_g\). It is straightforward to show that all the higher order kernels are also bounded. Schwartz inequality applied to (28) yields the inequalities

\[
||K_n|| \leq ||K_1|| \cdot ||K_{n-1}|| \Rightarrow ||K_n|| \leq ||K_1||^n, \quad n \geq 1.
\]  

(40)

However, it is possible to get tighter bounds on the norms using the procedure outlined in [36] so that the convergence of the series (27) can be established for arbitrary surface slope and
On realizing that

\begin{equation}
|K_2(x;t)|^2 = \left| \int_{\xi=1}^{x} K_1(x;\xi)K_1(\xi;t) \, d\xi \right|^2 \leq \int_{\xi=0}^{x} |K_1(x;\xi)|^2 \, d\xi \cdot \int_{\xi=0}^{x} |K_1(\xi;t)|^2 \, d\xi \leq A^2(x)B^2(t)
\end{equation}

Similarly, it can be shown that

\begin{equation}
|K_{n+2}(x;t)|^2 \leq A^2(x)B^2(t)F_n(x;t), \quad n = 0, 1, \ldots,
\end{equation}

where \( F_0(x;t) := 1 \) and

\begin{equation}
F_n(x;t) = \int_{\xi=t}^{x} A^2(\xi)F_{n-1}(\xi;t) \, d\xi, \quad n = 1, 2, \ldots
\end{equation}

On realizing that \( A^2(x) = \partial F_1(x;t)/\partial x \), one can show that

\begin{equation}
F_n(x;t) = \frac{F^n(x;t)}{n!}.
\end{equation}

Now

\begin{equation}
F_1(x;t) = \int_{\xi=t}^{x} A^2(\xi) \, d\xi \leq \int_{\xi=0}^{x} A^2(\xi) \, d\xi = \|K_1\|^2.
\end{equation}

Using (45) and (44) in (42), we arrive at

\begin{equation}
|K_{n+2}(x;t)|^2 \leq A^2(x)B^2(t)\frac{\|K_1\|^{2n}}{n!}, \quad n = 0, 1, \ldots,
\end{equation}

which implies that for \( n \geq 2 \)

\begin{equation}
\|K_n\| \leq \frac{\|K_1\|^n}{\sqrt{n!}},
\end{equation}

which is a substantial improvement over the bounds expressed by (40). Consider the local mean square error incurred in truncating the series to \( N = M + 1 \) terms, \( M \geq 0 \):

\begin{equation}
\epsilon^2(N) = \frac{1}{\|J(0)\|^2} \int_{x=0}^{x} F^2_n(x) \, dx \leq \sum_{n=N+1}^{\infty} \frac{1}{2^n} \frac{x}{x=0} \|K_n(x;t)\|^2 \, dx \leq \sum_{n=N+1}^{\infty} \frac{\|K_n\|^{2n}}{\lambda^{2n}}.
\end{equation}

Defining \( \rho = (\|K_1\|/\lambda)^2 \), the relative integrated mean square error is

\begin{equation}
\epsilon^2(N) \sim \frac{1}{2} \text{erfc}(-\eta \sqrt{M/2}), \quad M \gg 1
\end{equation}

where \( \eta^2 = 2(a - \ln(\epsilon)) \), \( \text{sign}(\eta) = \text{sign}(a - 1) \) and \( a = \rho/M \). For \( M \gg \rho, a \rightarrow 0 \) and \( \eta \sim -\sqrt{2} \ln(M/\epsilon) \).

Using the asymptotic form of the complementary error function, \( \text{erfc}(z) \sim \exp(-z^2)/\sqrt{2\pi z} \) for large \( |z| \), we can conclude that \( \text{erfc}(-\eta \sqrt{M/2}) < (\epsilon \rho/M)^M / \sqrt{2\pi M} \log(M/\epsilon) \). Inserting this in (52) we get

\begin{equation}
\epsilon^2(N) < \frac{\rho^2 \epsilon^p}{2 \sqrt{\pi M \ln(M/\epsilon)}} \cdot \frac{(\epsilon \rho/M)^M}{M}, \quad M \gg \epsilon \rho, M \gg 1,
\end{equation}

which clearly decays to zero super-exponentially as \( M \rightarrow \infty \) for any finite \( \rho \). The same right hand side as in (53) is obtained if one starts from (50) and makes use of \( (m + M)! > m! M! \) and the lower bound for \( M! \) (see formula (6.1.38) of [37]).
To achieve a relative accuracy of $(1 - \delta)$ (or a relative error of $\delta$), where $\delta \ll 1$, in the current distribution, we set $||J^{(N)}||^2 = (1 - \delta)^2 ||J^{(\infty)}||^2 \approx (1 - 2\delta)||J^{(\infty)}||^2$. It is reasonable to use upper limits for $||J^{(N)}||$ and $||J^{(\infty)}||$ as given by (54) and (55) as both are based on the same kind of approximations. Hence we get

$$
\sum_{n=N+1}^{\infty} \frac{||K_n||^2}{\lambda^{2n}} = 2\delta \left(1 + \sum_{n=1}^{\infty} \frac{||K_n||^2}{\lambda^{2n}}\right).
$$

The upper limit in both summations may be replaced with a large integer $N_{\text{max}}$ without causing too much error. We then get a form more suitable for numerical computations as

$$
F(N, N_{\text{max}}) := \sum_{n=N+1}^{N_{\text{max}}} \frac{||K_n||^2}{\lambda^{2n}} = 2\delta \left(1 + \sum_{n=1}^{N_{\text{max}}} \frac{||K_n||^2}{\lambda^{2n}}\right) =: G.
$$

When the current density is accurately represented by the $N$th iterate, the left hand side of (56) may be approximated by the first term in the series to result in the following useful formula for determining $N$:

$$
F(N, N + 1) = \frac{||K_{N+1}||^2}{\lambda^{2(N+1)}} \approx G.
$$

For a given rough surface, maximum range, and frequency of operation, the various $||K_n||$ may be computed and $N$ determined from (57) or (58) to achieve a specified relative error $\delta$. From (47) and (39), it is clear that all of the norms can increase linearly with maximum range and quadratically with the maximum absolute slope angle. Hence the number of terms $N$ is expected to increase with the maximum absolute slope angle of the surface, the maximum range and the frequency of operation. Conversely, for a shallow rough surface, or small ranges or low frequencies, few terms in the series should be adequate.

### D. Accuracy of the Zeroth Order Approximation

The zeroth order approximation to the current density, $J^{(0)}(x)$, given in (16), itself may be adequate when the range and/or the terrain slopes are small so that $\rho \ll 1$. Note that the zeroth order approximation is dependent on the initial field $U_0(z)$ via the incident current density, $J_i(x)$, as well as on the properties of the rough surface. Indeed, it is itself the first-order iterate of the original integral equation (9). This is in contrast to the normal physical optics approximation [10], [12] wherein the zeroth order term primarily involves evaluation of the tangential component of the incident magnetic field along the rough surface. Using the upper bound for $||K_1||$ from (39) and by arbitrarily setting $\rho \leq 1/\pi^3$, one may conclude that if $\alpha_x^2 X/\lambda \leq \sqrt{2}/\pi^{5/2}$, the current density will be dominated by the zeroth order approximation. In other words, the zeroth order approximation is good for a maximum range up to about

$$
X = X_0 = \frac{\sqrt{2} \lambda}{\alpha_x^2 \pi^{5/2}},
$$

which varies inversely with $\alpha_x^2$. If the slope angle is doubled, the corresponding maximum range up to which the zeroth order approximation is accurate decreases by a factor of four. The maximum range is also seen to increase linearly with wavelength of operation. All else being equal, a decrease in frequency of operation by a factor of two increases the maximum range by a factor of two. The zeroth order approximation should consequently be very good for low frequencies and small slope angles.

### III. Numerical Results for Truncated Series

The exact solution for the current density $J(x)$ is given in (27) with the iterated kernels defined by (28) and the zeroth order current density given in (16). The substitution $\xi = x \sin^2 \theta + t \cos^2 \theta$ reveals that the $n$th iterated kernel $K_n(x; t)$ is a smooth function of both arguments and behaves as $(x-t)^{-n-1}$ near the boundaries. It may be noted that the purpose of the paper is not to offer the exact solution as a numerically efficient solution for long ranges and no effort was spent on numerically optimizing the series solution. Notwithstanding this, the numerical computation of the various kernels can be carried out using any of the standard integration routines. As remarked in subsection II-C, the relative error in the truncated series for a given $N$ depends on the wavelength $\lambda$, Lipschitz constant $\alpha_x$, the maximum range $X$. We compare the performance of the approximate solution (31) with that obtained by solving the integral equation (9) numerically following the procedure outlined in [26]. The latter solution was obtained with a range discretization of $\Delta x$ and we label it as $J_{\text{num}}$ in the plots. We also compute the total field on a vertical line at $x = X$ using (6) and plot the propagation factor $PF = |U(X, z)/U_i(X, z)|$ as $1 + U_0(X, z)/U_i(X, z)$ obtained by using both the numerical solution $J_{\text{num}}(x)$ and $J^{(N)}(x)$. Two extreme examples are considered first, one having a relatively large slope angle and a second having a relatively long range. Even though the Neumann series solution converges for any slope angle, one has to keep in mind that the parabolic equation approximation itself will break down if the absolute slope angles are greater than roughly $7.5^\circ$ or so. We also show results for propagation of low-grazing angles waves over one realization of random sea surface, whose roughness spectrum is modeled by the Pierson-Moskowitz spectrum [40].

The first example we consider is a rough surface characterized by $g(x) = A_{pp} \sin^2(\pi x/L)$. The slope of this surface is $(A_{pp} \pi/L) \sin(2\pi x/L)$ yielding $\alpha_x = \pi A_{pp}/L$. We use $A_{pp} = 1 \text{m}$, $L = 30 \text{m}$ to result in $\alpha_x = 0.1051$. The maximum absolute slope angle with these parameters is $6^\circ$. A Gaussian source of the form (22) with $\sigma_z = 4\sqrt{3}$, $H_i = 5 \text{m}$ and operating at a frequency $f = 1 \text{GHz}$ ($\lambda = 0.3 \text{m}$) was used for the initial source and the current density was calculated until a range $X = 300 \text{m}$. For these parameters, $||K_1||/\lambda \approx 3.56$, $\rho \approx 12.7$, and $X_0 \approx 2.2 \text{m}$. The numerical solution $J_{\text{num}}(x)$ was obtained using $\Delta x = 0.5 \text{m} = 5\lambda/3$. Recall from subsection II-C that the minimum effective wavelength along the surface is $\lambda_x = 2\lambda/\alpha_x^2 \approx 181\lambda$ here. Hence the step size of $\Delta x = 5\lambda/3$ is a small fraction of this minimum wavelength and should be more than adequate to sample the current density along the surface. Fig. 2 shows the upper bound to the root mean square (RMS) error $\epsilon(N)$ as given by (49), versus $N$. The RMS error computed
directly by using the various iterates of the current density

\[ \epsilon_{\text{num}}(N) = \sqrt{\frac{\int_0^X |J^{(N)}(x) - J^{(N_{\text{max}})}(x)|^2 \, dx}{\int_0^X |J^{(0)}(x)|^2 \, dx}} \]  

(60)

is also shown in the figure for \( N_{\text{max}} = 30 \), where \( J^{(N_{\text{max}})}(x) \) may be roughly regarded as the exact current distribution. Both curves are seen to have nearly the same asymptotic slope and suggest that with \( N \approx 5 - 8 \) terms, the relative error will be less than \( 10^{-2} \). Fig. 3 shows the curves \( F(N, N_{\text{max}}) \) and \( F(N, N + 1) \) in (57) and (58), respectively, versus \( N \) and their intersection with the quantity \( G \) for an accuracy of \( (1 - \delta) = 99.99\% \). It is seen that \( N \approx 5 \) in agreement with the estimate obtained from Fig. 2. Fig. 4 shows the magnitude of current density \( J^{(N)}(x) \) for \( N = 0 \), \( N = 5 \) together with \( J_{\text{num}}(x) \). Clearly, the zeroth order approximation is inadequate for these parameters and the \( N = 5 \) solution remains very close to \( J_{\text{num}}(x) \). Fig. 5 shows that the propagation factor calculated with \( J^{(5)}(x) \) agrees very well with that obtained with \( J_{\text{num}}(x) \).

Equation (57) predicts that for a given relative accuracy, frequency of operation and maximum slope, the number of terms increases with the maximum range \( X \). The increase with \( X \) is, however, not linear. We have confirmed this through numerical computations. For instance, for a sinusoidal surface with a maximum slope angle of \( 6^\circ \) and \( L = 3 \) m, we observed that \( N = 1 \) terms as calculated from (57) gave accurate results for the current distribution when \( X = 30 \) m, whereas \( N = 2 \) terms were required for \( X = 300 \) m to achieve the same relative accuracy.

The second example we choose is that of propagation over a gaussian hill defined by \( g(x) = A_{pp} \exp\left(-\left(x-x_0\right)^2/\sigma_x^2\right) \). The maximum absolute slope of the gaussian hill appears at \( x = L \pm \sigma_x \) and takes the value \( \sqrt{2} A_{pp}/\sigma_x = \alpha_g \). We choose \( A_{pp} = 5 \) m, \( L = 1.5 \) km, \( \sigma_x = 0.5 \) km. The source parameters were the same as in the previous example except that \( H_t = 2 \) m. For these parameters, \( \alpha_g = 6.0653 \times 10^{-3} \), \( ||K_1||/\lambda \approx 0.2952 \), \( \rho \approx 0.087 \), and \( X_0 \approx 660 \) m. The maximum absolute slope angle in this case equals 0.35\(^\circ\). The numerical solution was computed with \( \Delta x = 6 \) m. The modulus of the current density is shown in Fig. 6 for \( N = 0 \) and \( N = 1 \) along with the numerical solution. The \( N = 2 \) solution, not shown here, was virtually indistinguishable from the numerical solution over the four orders of magnitude shown in Fig. 6. It is also
seen that the zeroth order solution is indistinguishable from the numerical solution for ranges up to about 700 m, which roughly agrees with the estimate of $X_0 = 660$ m from (59). The first order solution is virtually indistinguishable from the numerical solution over three orders of magnitude occurring for ranges up to about 1.6 km, that lies beyond the peak of the gaussian hill. The disagreement between the $N = 1$ series solution and the numerical solution is apparent only for small values of the current density. Even then, the propagation factor calculated with $J^{(1)}(x)$ as shown in Fig. 7 agrees very well with that obtained with the numerical solution.

We next consider the propagation of low-grazing angle waves over one realization of a fully-developed random sea surface. The surface is assumed to be zero mean and having Gaussian height statistics. As in [41], we model the roughness spectrum of the sea surface by the Pierson-Moskowitz (PM) spectrum, which is completely determined by the wind speed $U$ flowing at a height of 19.5 m above the mean surface. The power spectral density $W(\kappa)$ for the PM spectrum as a function of the surface wavenumber $\kappa$ is given by

$$W(\kappa) = \frac{\alpha}{4|\kappa|^3}e^{-3\sigma_p^2/2\kappa^2},$$

(61)

where $\kappa_p = \sqrt{2\beta/3g/U^2}$ is the wave number at which the spectrum has a peak and $\alpha = 8.1 \times 10^{-3}$, $\beta = 0.74, g = 9.81$ m/sec$^2$. The PM model provides a useful test of surface scattering theory with a range of roughness scales. Some useful parameters can be derived for the spectrum given in (61): the RMS surface height deviation, $\sigma_h = \sqrt{\bar{\sigma}^2}$, and the RMS correlation length of the surface $\rho_c = 5\sqrt{2\kappa_p}$. If the upper spatial wavenumber is truncated to $\kappa_c$, then the RMS slope of the surface $\sigma_s = \sqrt{\alpha E_1(\kappa_c)}$, where $\alpha = 3\sigma_p^2/2\kappa_c^2$ and $E_1(\cdot)$ is the exponential integral [37]. We generate a rough surface using the spectral approach as outlined in [40], [42] for $U = 10$ m/s and $\kappa_c = 51\kappa_p$ using a 512-point FFT. For this wind speed, $\sigma_h = 0.533$ m, $\rho_c = 25.7$ m. We generate a surface having an overall length of $X = 455$ m, so that $X/\rho_c \approx 17.7$. For the upper cutoff wavenumber chosen, $\sigma_{sl} = 0.118$, while the maximum absolute slope of the surface is $\sigma_s = 0.139$, corresponding to a slope angle of 7.9°. The generated surface is shown in Figure 8. We compute the zeroth order current density induced on this surface at a frequency of 1 GHz for the Gaussian source at a
height of \( H_t = 2 \text{ m} \) by (16) and compare it to the one generated numerically from solving (9). Figure 9 shows the comparison along with the other parameters used. It is seen that while the zeroth order approximation does not agree perfectly with the numerically generated one, it does follow the trends in various excursions rather accurately. Figure 10 shows a comparison of the corresponding propagation factors at the maximum range of 455 m. Very good agreement between the two is observed, despite the slight disagreement in the current distribution. It may be worth noting that the accuracy for the current distribution greatly improved by the use of the first order iterate \( J^{(1)}(x) \) (not shown in the figures).

It is of interest to look at the computational times incurred in computing various approximations of the current density. Table I shows the CPU times involved in computing \( J^{(0)} \), \( J^{(N)} \), and \( J_{\text{num}} \) using MATLAB. We have made no attempt to optimize the various algorithmic steps involved in computing the current density by the Neumann series. The times shown for \( J^{(N)} \) includes those spent in computing all of the previous orders \( J^{(i)} \), \( i = 1, \ldots, N - 1 \). Obviously, the time required to compute \( J^{(0)} \) is a very small fraction of that required to compute \( J_{\text{num}} \), because the former involves the computation of one integral. A good part of the time incurred in computing \( J^{(N)} \) goes towards computing the kernel \( K_1(x; t) \) in equation (17). Recall that \( N = 5 \) in Figure 4, while \( N = 1 \) in Figure 6. It is clear that the Neumann series solution will be very competitive in cases where only a few orders are adequate to accurately represent the current density. This, in turn, is dictated by the maximum slope of the surface and the maximum range involved.

IV. CONCLUSION

A new Volterra integral equation of the second kind, (15), was derived for 2D wave propagation over a perfectly conducting rough surface and an exact expression, (27), was presented for the current density. The necessary and sufficient conditions for the exact series solution to converge were established: the rough surface should satisfy the uniform Lipschitz condition, (26), and the field at zero range should have finite first derivative
with respect to height, (21). Because the formulation was based on the parabolic approximation to the Helmholtz equation, the exact solution presented is valid for low-grazing angle waves propagating over rough surfaces having gentle slopes when backscattering can be ignored. In practice, the solution should be valid for surfaces with absolute slope angles $\leq 10^\circ$. For a specified accuracy $\delta$, equations (57) or (58) may be used to determine the number of terms needed in Neumann series representation. The number of terms used in the series is expected to increase with increasing range, increasing frequency of operation, and increasing slope angles. In order to keep the number of terms needed in the series to low values, the range should be restricted. However, this is not a serious limitation of the method. For, if propagation prediction is desired over long ranges, one can always employ the multiple-section strategy explored in [26], wherein the field calculated on a vertical line at the end of one short section serves as the initial field for the next section. An advantage of the series solution is that it provide complete error control, in that the number of terms can be chosen appropriately to achieve a certain relative error for the current distribution.

To make the series solution a viable and efficient numerical approach for studying wave propagation over rough surfaces, several algorithmic steps considered in the paper must be optimized. However, it is believed that the theory presented in the paper will lay the groundwork for obtaining approximate analytical solutions in a variety of situations. For instance, in low-grazing angle propagation over a sea surface, one is interested in the mean field at certain distance from the transmitter [1], [35], and [43]. This problem is also of interest to underwater acoustic propagation [27]. The importance of shadowing in low-grazing angle propagation has long been recognized, but is still an unresolved issue [44]. The current method incorporates all orders of shadowing interaction subject to the forward propagation approximation. The zeroth order approximation, (16), could be used in (5), as we have done in Figure 9, and the expectation performed with respect to the randomness of the sea surface to possibly yield an analytical solution for the total mean field when the maximum range of encompasses several correlation lengths of the random surface. The first term by itself, $J_0(x)$, in the zeroth order approximation will yield the well known Ament roughness reduction factor [10] for determining the mean field. This term will only incorporate the variance and mean of the rough surface. Correlation function of the rough surface will enter through the second term of $J^0(x)$ as well as through the higher order terms in the Neumann series. It is hoped that availability of such analytical expressions for the mean field will be useful in propagation modeling for radar detection [45] as well as wireless communications [42]. This will be explored in the future. Extension of the theory to surfaces modeled by the impedance boundary condition and to 3D propagation over 2D rough surfaces are worth exploring and these will be also be considered in the future.
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