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Abstract

Convenient access to handwritten historical document collections in libraries generally requires an index, which allows one to locate individual text units (pages, sentences, lines) that are relevant to a given query (usually provided as text). Currently, extensive manual labor is used to annotate and organize such collections, because handwriting recognition approaches provide only poor results on old documents.

In this work, we present a novel retrieval approach for historical document collections, which does not require recognition. We assume that word images can be described using a vocabulary of discretized word features. From a training set of labeled word images, we extract discrete feature vectors, and estimate the joint probability distribution of features and word labels. For a given feature vector (i.e., a word image), we can then calculate conditional probabilities for all labels in the training vocabulary. Experiments show that this relevance-based language model works very well with a mean average precision of 89% for 4-word queries on a subset of George Washington’s manuscripts. We also show that this approach may be extended to general shapes by using the same model and a similar feature set to retrieve general shapes in two different shape datasets.

1. Introduction

Libraries are in the transition from offering strictly paper-based material to providing electronic versions of their collections. For simple access, multimedia information, such as audio, video or images, requires an index that allows one to retrieve data, which is relevant to a given text query.

At this time, historical manuscripts like George Washington’s correspondence are manually transcribed in order to provide input to a text search engine. Unfortunately, the cost of this approach is prohibitive for large collections. Automatic approaches using handwriting recognition cannot be applied (see results in [20]), since the current technology for recognizing handwriting from images has only been successful in domains with very limited lexicons and/or high redundancy, such as legal amount processing on checks and automatic mail sorting. An alternative approach called word spotting [18] which performs word image clustering is currently only computationally feasible for small collections.

Here we present an approach to retrieving handwritten historical documents from a single author, using a relevance-based language model [11, 12]. Relevance models have been successfully used for both retrieval and cross-language retrieval of text documents and more recently for image annotation [9]. In their original form, these models capture the joint statistical occurrence pattern of words in two languages, which are used to describe a certain domain (e.g., a news event).

This paradigm can be used for any signal domain, by describing images/shapes... with visterms - words from a feature vocabulary, thus generating a “signal description language”. When the joint statistical occurrence patterns of visterms and the image annotation vocabulary (e.g., word image labels) are learned, one can perform tasks such as image retrieval using text queries, or automatic annotation. While our focus here is on handwritten documents, where our signals to be retrieved are images of words, we later show that our approach can be easily adapted to work with general shapes.

In this work, we model the occurrence pattern of words in two languages using the joint probability distribution over the visterm and annotation vocabulary. From a training set of annotated images of handwritten words, we learn this joint probability distribution and perform retrieval experiments with text queries on a test set. Word images are described using a vocabulary that is derived from a set of word shape features.

Our model differs from others in a number of respects. Unlike traditional handwriting recognition paradigms [13], our approach does not require perfect recognition for good retrieval. The work presented here is also related to models used for object recognition/image annotation and retrieval.
However, those approaches were proposed for annotating/retrieving general-purpose photographs and primarily used color and texture as features. Here we focus on shape features for retrieval tasks, but the approach here can be extended to many shape-related retrieval and annotation tasks in computer vision.

Using this relevance-based language model, we have conducted retrieval experiments on a set of 20 pages from the George Washington collection at the Library of Congress. The mean average precision scores we achieve lie in the range from 54% to 89% for queries using 1 to 4 words (respectively). These are very good results, considering the noise in historical documents. Retrieval experiments on general shapes from the MPEG-7 and COIL-100 [16] datasets \(^1\) yielded mean average precision of 87% and up to 97% respectively.

In the following section we discuss prior work in the field, followed by a detailed description of the relevance-based model in section 2. After briefly explaining the features used in our approach (section 3), we present line-retrieval results on the George Washington collection (section 4) and show how our retrieval approach can be extended to general shapes in section 5. Section 6 concludes the paper.

1.1. Previous Work

There are a number of approaches reported in the literature, which model the statistical co-occurrence patterns of image features and annotation words, in order to perform such diverse tasks as image annotation, object recognition and image retrieval. Mori et al. [15] estimate the likelihood of annotation terms appearing in a given image, by modeling the co-occurrence relationship between clustered feature vectors and annotation terms. Duygulu et al. [6] go one step further by actually annotating individual image regions (rather than producing sets of keywords for an image), which is in effect object class recognition. Barnard and Forsyth [1] extended Hofmann’s Hierarchical Aspect Model for text and proposed a multi-modal approach to hierarchical clustering of images and words using EM. Blei and Jordan [3] extended their Latent Dirichlet Allocation (LDA) Model and proposed a Correspondence LDA model, which relates words and images.

The authors of [9] introduced the model used in this work for automatic image annotation and retrieval. With the same data and feature set, the results for image annotation were dramatically better than previous models - for example twice as good as the translation model [6]. This work extends that model to a different domain (word images in a noisy document environment), uses an improved feature representation and different attributes (shape). Shape has to be described by features that are very different from the previously utilized color and texture features. We test the model on a data set with a larger annotation vocabulary than previous experiments and a feature vector discretization that preserves more detail than the clustering algorithms which are utilized in other approaches. In addition, our application (line retrieval) uses a new retrieval model formulation. Other authors have previously suggested document-retrieval systems that do not require recognition, but queries have to be issued in the form of examples in the image domain (e.g. see [19]). To our knowledge, our system is the first to allow retrieval without recognition using text queries. We also demonstrate that this approach easily extends to more general shapes using two different data collections - the MPEG-7 and COIL-100 datasets.

All of the image-to-word translation approaches we are aware of, operate on image collections of good quality (e.g. the Corel image data base [6, 9]), which usually contain color and texture information. Color is known to be one of the most useful features for describing objects. Duygulu et al. [6], for example, use half of the entries in their feature vectors for color information. Images of handwritten words, on the other hand, do not generally contain color or texture information, and in the case of historical documents, the image quality is often greatly reduced.

The lack of other features makes shape a typical choice for offline handwriting recognition approaches. We make use of holistic word shape features which are justified by psychological studies of human reading[13], and are widely used in the field [5, 18, 21].

Our extension to general shape retrieval makes use of a very similar feature set and allows querying using ASCII text, which is in contrast to the many query-by-example retrieval approaches (see e.g. [8, 14]). The goal was not to produce the best possible shape retrieval system, but rather to demonstrate the generality of our shape retrieval model. With highly specialized shape features, such as those described in [22]), it is likely that even higher precision scores could be achieved.

2. Model Formulation

Before explaining our model in detail, we would like to provide some intuition for it. Previous research in cross-lingual information retrieval has shown that co-occurrence probabilities of words in two languages (e.g. English and Chinese) can be effectively estimated from a parallel corpus, that is, a collection of document pairs, where each document is available in two languages. Reliable estimates can be achieved even without any knowledge of the involved languages. One approach to this problem assumes that the joint distributions of, say English and Chinese words,
are determined from a training set and may then be subsequently used to compute the probability of occurrence of the term \(e\) in an English document given the occurrence of the terms \(e_i\) in a Chinese document [23].

By analogy, word images may be described using two different vocabularies - an *image description language* - which is distributional there exists an underlying multinomial probability distribution \(P\). Each variable \(W_i\) takes values of the form \(w\) where \(w\) is a word label (the word “transcription”) and \(f_i\) are words from the image description language. Using the conditional density \(P(w|f_1\ldots f_k)\) we can perform retrieval of handwritten text without recognition with high accuracy.

### 2.1. Model Estimation

Suppose we have a collection \(C\) of annotated manuscripts. We will model this collection as a sequence of random variables \(W_i\), one for each word position \(i\) in \(C\). Each variable \(W_i\) takes on a dual representation: \(W_i = \{h_i, w_i\}\), where \(h_i\) is the image of the handwritten form at position \(i\) in the collection and \(w_i\) is the corresponding transcription of the word. As we describe in the following section, we will represent the surface form \(h_i\) as a set of discrete features \(f_{i,1}\ldots f_{i,k}\) from some feature “vocabulary” \(\mathcal{H}\). The transcription \(w_i\) is simply a word from the English vocabulary \(V\). Consequently, each random variable \(W_i\) takes values of the form \(\{w_i, f_{i,1}\ldots f_{i,k}\}\). In the remaining portions of this section we will discuss how we can estimate a probability distribution over the variables \(W_i\).

We assume that for each position \(i\) (i.e. image \(I_i\)) in the collection there exists an underlying multinomial probability distribution \(P(\cdot|I_i)\) over the union of the vocabularies \(V\) and \(\mathcal{H}\). Intuitively, our model can be thought of as an urn containing all the possible features that can appear in a representation of the word image \(I_i\) as well as all the words associated with that word image. We assume that an observed feature representation \(f_1\ldots f_k\) is the result of \(k\) random samples from this model. It follows from the urn model that the probabilities of observing \(w, f_1\ldots f_k\) are mutually independent once we pick a word image \(I_i\) with representation \(W_i\). We further assume that actual observed values \(\{w, f_1\ldots f_k\}\) represent an i.i.d. random sample drawn from \(P(\cdot|I_i)\). Then, the probability of a particular observation is given by:

\[
P(W_i = w, f_1\ldots f_k | I_i) = P(w|I_i) \prod_{j=1}^{k} P(f_j | I_i) \quad (1)
\]

Now suppose we are given an arbitrary observation \(W = \{w, f_1\ldots f_k\}\), and would like to compute the probability of that observation appearing as a random sample somewhere in our corpus \(C\). Because the observation is not tied to any position, we have to estimate the probability as the expectation over every position \(i\) in our entire collection \(C\):

\[
P(w, f_1\ldots f_k) = E_i [P(W_i = w, f_1\ldots f_k | I_i)] = \frac{1}{|C|} \sum_{i=1}^{|C|} P(w|I_i) \prod_{j=1}^{k} P(f_j | I_i) \quad (2)
\]

Here \(|C|\) denotes the aggregate number of word positions in the collection. Equation (2) gives us a powerful formalism for performing automatic annotation and retrieval over handwritten documents.

### 2.2. Automatic Annotation and Retrieval of Manuscripts

Suppose we are given a training collection \(C\) of annotated manuscripts, and a target collection \(T\) where no annotations are provided. Given an arbitrary handwritten image \(h\) we can automatically compute its image vocabulary (\(\approx\) feature) representation \(f_1\ldots f_k\) and then use equation (2) to predict the words \(w\) which are likely to occur jointly with the features of \(h\). These predictions would take the form of a conditional probability:

\[
P(w|f_1\ldots f_k) = \frac{P(w, f_1\ldots f_k)}{\sum_{v\in V} P(v|f_1\ldots f_k)} \quad (3)
\]

This probability could be used directly to annotate new handwritten images with highly probable words. We provide a brief evaluation for this kind of annotation in section 4.2. However, if we are interested in retrieving sections of manuscripts we can make another use of equation (3).

Suppose we are given a user query \(Q = q_1\ldots q_m\). We would like to retrieve sections \(S \subset T\) of the target collection that contain the query words. More generally, we would like to rank the sections \(S\) by the probability that they are relevant to \(Q\). One of the most effective methods for ranked retrieval is based on the statistical language modeling framework [17]. In this framework, sections \(S\) of text are ranked by the probability that the query \(Q\) would be observed during i.i.d. random sampling of words from \(S\):

\[
P(Q|S) = \prod_{j=1}^{m} \hat{P}(q_j|S) \quad (4)
\]

In text retrieval, estimating the probability \(\hat{P}(q_j|S)\) is straightforward — we just count how many times the word \(q_j\) actually occurred in \(S\), and then normalize and smooth
the counts. When we are dealing with handwritten documents we do not know what words did or did not occur in a given section of text. However, we can use the conditional estimate provided by equation (3):

$$\hat{P}(q_j|S) = \frac{1}{|S|} \sum_{o=1}^{|S|} P(q_j|f_{o,1}, \ldots f_{o,k})$$

(5)

Here $|S|$ refers to the number of word-images in $S$, the index $o$ goes over all positions in $S$, and $f_{o,1}, \ldots f_{o,k}$ represent a set of features derived from the word image in position $o$. Combining equations (4) and (5) provides us with a complete system for handwriting retrieval.

2.3. Estimation Details

In this section we provide the estimation details necessary for a successful implementation of our model. In order to use equation (2) we need estimates for the multinomial models $P(|I_i)$ that underly every position $i$ in the training collection $C$. We estimate these probabilities via smoothed relative frequencies:

$$\hat{P}(x|I_i) = \frac{\lambda}{1+k} \delta(x \in \{w_i, f_{i,1}, \ldots f_{i,k}\}) + \frac{(1-\lambda)}{(1+k)|C|} \sum_{l \in C} \delta(x \in \{w_l, f_{l,1}, \ldots f_{l,k}\})$$

(6)

where $\delta(x \in \{w, f_1, \ldots f_k\})$ is a set membership function, equal to one if and only if $x$ is either $w$ or one of the feature vocabulary terms $f_1, \ldots f_k$. Parameter $\lambda$ controls the degree of smoothing on the frequency estimate and can be tuned empirically.

3. Features and Discretization

The word shape features we use in this work are described in [10] (the feature section of that article was submitted to the conference review system as an anonymized supplemental file). They are holistic word shape features, ranging from word image width/height to low-order discrete Fourier transform (DFT) coefficients of word shape profiles (see Figure 1). This feature set allows us to represent each image of a handwritten word with a continuous-space feature vector of constant length.

With these feature sets we get a 26-dimensional vector for word shapes. These representations are in continuous-space, but the relevance model requires us to represent all feature vectors in terms of a visterm vocabulary of fixed size. Previous approaches [9] use clustering of feature vectors, where each cluster corresponds to one visterm. However, this approach is rather aggressive, since it considers words or shapes to be equal if they fall into the same cluster.

We chose a discretization method that preserves a greater level of detail, by separately binning each dimension of a feature vector. Whenever a feature value falls into a particular bin, an associated visterm is added to the discrete-space representation of the word or shape. We used two overlapping binning schemes - the first divides each feature dimension into 10 bins while the second creates an additional 9 bins shifted by half a bin size. The additional bins are used to assign similar feature values to at least one same visterm. After discretization, we have 52 visters per word image. The entire visterm vocabulary contains $26 \cdot 19 = 494$ entries.

4. Handwriting Retrieval Experiments

We will discuss two types of evaluation. First, we briefly look at the predictive capability of the annotation as outlined in section 2. We train a model on a small set of annotated manuscripts and evaluate how well the model was able to annotate each word in a held-out portion of the dataset. Then we turn to evaluating the model in the context of ranked retrieval.

The data set we used in training and evaluating our approach consists of 20 manually annotated pages from George Washington’s handwritten letters. Segmenting this collection yielded a total of 4773 images, from which the majority contain exactly one word. An estimated 5-10% of the images contain segmentation errors of varying degrees: parts of words that have faded tend to get missed by the segmentation, and occasionally images contain 2 or more words or only a word fragment.

4.1. Evaluation Methodology

Our dataset comprises 4773 total word occurrences arranged on 657 lines. Because of the relatively small size of the dataset, all of our experiments use a 10-fold randomized cross-validation, where each time the data is split into a 90% training and 10% testing sets. Splitting was performed on a line level, since we chose lines to be our retrieval unit.
Prior to any experiments, the manual annotations were reduced to the root form using the Krovetz morphological analyzer. This is a standard practice in information retrieval, it allows one to search for semantically similar variants of the same word. For our annotation experiments we use every word of the 4773-word vocabulary that occurs in both the training and the testing set. For retrieval experiments, we remove all function words, such as “of”, “the”, “and”, etc. Furthermore, to simulate real queries users might pose to our system, we tested all possible combinations of 2, 3 and 4 words that occurred on the same line in the testing, but not necessarily in the training set. Function words were excluded from all of these combinations.

We use the standard evaluation methodology of information retrieval. In response to a given query, our model produces a ranking of all lines in the testing set. Out of these lines we consider only the ones that contain all query words to be relevant. The remaining lines are assumed to be non-relevant. Then for each line in the ranked list we compute recall and precision. Recall is defined as the number of relevant lines above (and including) the current line, divided by the total number of relevant lines for the current query. Similarly, precision is defined as number of above relevant lines divided by the rank of the current line. Recall is a measure of what percent of relevant lines we found, and precision suggests how many non-relevant lines we had to look at to achieve that recall. In our evaluation we use plots of precision vs. recall, averaged over all queries and all cross-validation repeats. We also report Mean Average Precision, which is an average of precision values at all recall points.

### 4.2. Discussion of Results

Figure 2 shows the performance of our model on the task of assigning word labels to handwritten images. We carried out two types of evaluation. In **position-level** evaluation, we generated a probability distribution \( P(w | f_{i,1} \ldots f_{i,k}) \) for every position \( i \) in the testing set. Then we looked for the rank of the correct word \( w \) in that distribution and averaged the resulting recall and precision over all positions. Since we did not exclude function words at this stage, position-level evaluation is strongly biased toward very common words such as “of”, “the” etc. These words are generally not very interesting, so we carried out a **word-level** evaluation. Here for a given word \( w \) we look at the ranked list of all the positions \( i \) in the testing set, sorted in the decreasing order of \( P(w | f_{i,1} \ldots f_{i,k}) \). This is similar to running \( w \) as a query and retrieving all positions in which it could possibly occur. Recall and precision were calculated as discussed in the previous section.

From the graphs in Figure 2 we observe that our model performs quite well in annotation. For position-level annotation, we achieve 50% precision at rank 1, which means that for a given position \( i \), half the time the word \( w \) with the highest conditional probability \( P(w | f_{i,1} \ldots f_{i,k}) \) is the correct one. Word-oriented evaluation also has close to 50% precision at rank 1, meaning that for a given word \( w \) the highest-ranked position \( i \) contains that word almost half the time. Mean Average Precision values are 54% and 52% for position-oriented and word-oriented evaluations respectively.

Now we turn our attention to using our model for the task of retrieving relevant portions of manuscripts. As discussed before, we created four sets of queries: 1, 2, 3 and 4 words in length, and tested them on retrieving line segments. Our experiments involve a total of 1950 single-word queries, 1939 word pairs, 1870 3-word and 1558 4-word queries over 657 lines. Figure 3 shows the recall-precision graphs. It is very encouraging to see that our model performs extremely well in this evaluation, reaching over 90%
mean precision at rank 1. This is an exceptionally good result, showing that our model is nearly flawless when even such short queries are used. Mean average precision values were 54%, 63%, 78% and 89% for 1-, 2-, 3- and 4-word queries respectively. Figures 4 and 5 show two retrieval results with variable-length queries. We have implemented a demo web-interface for our retrieval system, which can be found at `<URL omitted for review process>`.

5. General Shapes

We performed probabilistic annotation and retrieval experiments on the MPEG-7 shape and COIL-100 datasets to demonstrate the extensibility of our model and features to general shapes.

The feature set for the retrieval of general shapes was adapted by removing the estimate for the number of descenders (word-specific) and the image height and width features (redundant after shape normalization). In order to get more accurate representations of the shapes, the projection profile and upper/lower profiles were complemented by also calculating them for the shape at a 90 degree rotation angle. With these feature sets we get a 44-dimensional vector for general shapes as compared to the 26-dimensional vector for word shapes. Discretization as before gives 88 visterms per shape with a total visterm vocabulary size of 44 · 19 = 861.

5.1. MPEG-7 Dataset

The MPEG-7 dataset (see Figure 6) consists of 1400 shape images of 70 shape categories, with 20 examples per category (e.g. “apple”). To prepare the shapes for the feature extraction, we performed a closing operation on each shape, rotated it so that its principal axis is oriented horizontally and normalized its size. After the feature vectors were extracted and discretized into visterms (see section 3), we performed retrieval experiments using 10-fold cross-validation. For the retrieval experiments, we ran 70 ASCII queries on the testing set. Each of the unique 70 shape category labels serves as a query.

For each cross-validation run we have a 90% training/10% testing split of the entire dataset. We performed retrieval experiments on the training portion in order to determine the smoothing parameters $\lambda$ for the visterm and annotation vocabularies. The smoothing parameters that yielded the best retrieval performance are then used for retrieval on the testing split.

<table>
<thead>
<tr>
<th>Mean average precision</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>87.24%</td>
<td>4.24%</td>
</tr>
</tbody>
</table>

Table 1: Mean average precision results for the retrieval experiments on the MPEG-7 shape dataset averaged over 10 cross-validation runs with standard deviation.

Table 1 shows the mean average precision results we achieved with the 10 cross-validation runs. Even with this very simple extension of our word-features and the same model we can get very high retrieval performance at 87% mean average precision. It is important to note that in contrast to the common query-by-content retrieval systems, which require some sort of shape drawing as a query, we have actually learned each shape category concept, and can retrieve similar shapes with an ASCII query.

5.2. COIL-100 Dataset

In the MPEG-7 dataset, each shape is usually seen from the side. For increased complexity we turned to the COIL-100 dataset [16]. This dataset contains 7200 color images of 100 household objects and toys. Each object was placed on a turntable and an image was taken for every 5 degrees of rotation, resulting in 72 images per object. We converted the color images into shapes by binarizing the images (see Figure 7 for examples) and normalizing their sizes. In order to facilitate retrieval using text queries, each object was labeled with one of 45 class labels (these are also used as queries).

After extracting features and turning them into visterms, we performed retrieval experiments with varying numbers of training examples per object category. The number of examples per object are (evenly spaced throughout 360 degrees of rotation): 1, 2, 4, 8, 18, and 36. Once the training examples are selected, we pick 9 shapes per object at random from the remaining shapes. This set, which contains a total of 9 · 100 = 900 shapes, is used to train the smoothing parameters of the retrieval model. From the remaining shapes, another 9 shapes per object are selected at random to form the testing set on which we determine the retrieval performance.

Figure 8 shows the mean average precision results obtained in this experiment (“all queries” plot). Unfortunately we were not able to show any retrieval examples due to space constraints. The “reduced query set” plot shows the...
same experiment, where queries are omitted for objects that are invariant under the turntable rotation performed during the COIL-100 dataset acquisition. As expected, the average precision scores are slightly lower, but the differences become negligible when there are many examples per object (for 36 examples, the “reduced query set” is actually about .5% better than “all queries”).

These results are very encouraging, since they indicate we can perform satisfactory retrieval at around 80% mean average precision (m.a.p.) for 8 examples per object (45 degrees apart) and high performance retrieval at 97% m.a.p. for 36 examples per object (10 degrees apart). Note that this is done exclusively on shape images (without using any intensity information). Clearly, if other information and a more specialized feature set were used, even higher precision scores could be achieved.

6. Summary and Conclusion
We have presented a relevance-based language model for the retrieval of handwritten documents and general shapes.
Our model estimates the joint probability of occurrence of annotation and feature vocabulary terms in order to perform probabilistic annotation and retrieval of handwritten words (documents) and general shapes. Our approach is the first to use shape-based features, and we presented appropriate shape representation, discretization and retrieval techniques. The results for the retrieval of lines of handwritten text indicate performance at a level that is practical for real-world applications.

Future work will include a retrieval system for a larger collection with page retrieval. Extending the collection could require more features in order to discriminate better between similar words. Lastly, we also plan to work on improved retrieval models.
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