
Iowa State University

From the SelectedWorks of Philip Dixon

1996

Introduction: Ecological Applications of Bayesian
Inference
Philip Dixon, University of Georgia
Aaron M. Ellison, Mount Holyoke College

Available at: https://works.bepress.com/philip-dixon/38/

http://www.iastate.edu
https://works.bepress.com/philip-dixon/
https://works.bepress.com/philip-dixon/38/


  Ecological Society of America is collaborating with JSTOR to digitize, preserve and extend access to Ecological Applications.

http://www.jstor.org

Introduction: Ecological Applications of Bayesian Inference 
Author(s): Philip Dixon and Aaron M. Ellison 
Source:   Ecological Applications, Vol. 6, No. 4 (Nov., 1996), pp. 1034-1035
Published by:  Ecological Society of America
Stable URL:  http://www.jstor.org/stable/2269587
Accessed: 09-02-2016 17:27 UTC

Your use of the JSTOR archive indicates your acceptance of the Terms & Conditions of Use, available at http://www.jstor.org/page/
 info/about/policies/terms.jsp

JSTOR is a not-for-profit service that helps scholars, researchers, and students discover, use, and build upon a wide range of content 
in a trusted digital archive. We use information technology and tools to increase productivity and facilitate new forms of scholarship. 
For more information about JSTOR, please contact support@jstor.org.

This content downloaded from 129.186.176.207 on Tue, 09 Feb 2016 17:27:02 UTC
All use subject to JSTOR Terms and Conditions

http://www.jstor.org
http://www.jstor.org/publisher/esa
http://www.jstor.org/stable/2269587
http://www.jstor.org/page/info/about/policies/terms.jsp
http://www.jstor.org/page/info/about/policies/terms.jsp
http://www.jstor.org/page/info/about/policies/terms.jsp


Bayesian Inference 

Introduction: Ecological Applications of Bayesian Inference' 

Statistical analysis is usually needed to extract 
usable inferences from highly variable ecological 
data. However, there are continuing discussions 
and arguments about many aspects of statistical 
design and analysis. Two recent examples in- 
clude the design of studies to detect an environ- 
mental impact (Underwood 1994, Wiens and Par- 
ker 1995) and the choice of parametric or non- 
parametric statistics (Stewart-Oaten 1995). 

Less well known to ecologists is another dis- 
agreement about the fundamental statistical pro- 
cess: making inferences from data. Should one 
use "frequentist" or "Bayesian" statistics? Fre- 
quentist statistics uses tools like unbiased esti- 
mates, confidence intervals, and P values to make 
conclusions from data. Bayesian inference uses 
different tools: posterior distributions, credibility 
intervals, and Bayes factors. Most ecologists use 
frequentist analyses because those are taught in 
most statistical methods courses, but papers us- 
ing Bayesian approaches are beginning to appear 
in the ecological literature (e.g., Gazey and Stal- 
ey 1986, Stow et al. 1995). However, most ecol- 
ogists are unaware of the differences between the 
two statistical methods, partly because it is dif- 
ficult to find accessible discussions of their dif- 
ferences. 

The statistical problem is similar for both fre- 
quentist and Bayesian methods. An ecologist 
studies a small sample of objects (probably in- 
dividuals, perhaps populations or species). Sta- 
tistics computed from the sample are used to 
make more general conclusions about unknown 
parameters that describe a larger, and more eco- 
logically interesting, statistical population. Sta- 
tistical inference is the process of making con- 
clusions about unknown parameters from the ob- 
served statistics. 

Frequentist inference assumes that the popu- 
lation parameters are fixed constants (Ellison 

1996). The data are random observations from 
some unknown statistical population. Test statis- 
tics, such as t statistics, are random quantities 
because they are computed from the data. Fre- 
quentist approaches are presented in most bio- 
metrics texts, taught in most statistical methods 
courses, and used by most ecologists. However, 
fundamental concepts, such as confidence inter- 
vals, are often misinterpreted, and there can be 
theoretical difficulties and philosophical dilem- 
mas applying frequentist inference in complex 
problems (Ellison 1996). 

Bayesian inference assumes that the popula- 
tion parameters are random. Instead of talking 
about "the value" of the parameter, it makes 
sense only to talk about the statistical distribution 
of the values. The data are treated as fixed. All 
inferences about the parameters are made con- 
ditionally upon the observed data. Bayesian 
methods use a probability rule (Bayes' theorem) 
to calculate a "posterior distribution" from the 
observed data and a "prior distribution," which 
summarizes the pre-experiment knowledge of the 
parameter (see Ellison 1996 for an example). Be- 
cause Bayesian information is summarized as a 
probability distribution, it is easy to combine re- 
sults of multiple experiments or data from dif- 
ferent sources (Cox and Hinkley 1974). 

Prior and posterior probabilities are interpreted 
differently by different groups of Bayesians. One 
school of Bayesians treats probabilities as sub- 
jective quantities (e.g., Wolfson et al. 1996). This 
is quite different from the frequentist definition 
of probability as the frequency of some often- 
repeated event. Much of the acrimonious debate 
over Bayesian methods in the statistical literature 
concerns the use of subjective probabilities. 
However, not all Bayesians use subjective prob- 
ability (Cox and Hinkley 1974). 

The seven papers in this special section present 
a technical introduction, four ecological appli- 
cations, and two discussions of Bayesian infer- 
ence. The first five papers were invited presen- 
tations in a symposium at the 1995 annual meet- 
ing of the Ecological Society of America. Ellison 
(1996) elaborates on the contrast between fre- 
quentist and Bayesian inference and presents a 

I Reprints of this 70-page group of papers on Bay- 
esian inference are available for $10.50 each. Order 
reprints from the Office of the Executive Director, Eco- 
logical Society of America, 2010 Massachusetts Ave., 
NW, Washington, D.C. 20036. 
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simple worked example. Ver Hoef (1996) de- 
scribes and gives three applications of parametric 
empirical Bayes methods, which combine ob- 
served data with group information (the prior) to 
improve predictions. Ludwig (1996) describes 
the differences between Bayesian and frequentist 
population viability analysis. The choice of 
method leads to substantially different estimates 
of extinction probabilities. Taylor et al. (1996) 
use Bayesian methods to estimate population de- 
cline rates of Spectacled Eiders by combining 
information from multiple studies and multiple 
sources of uncertainty. Wolfson et al. (1996) use 
Bayesian methods with subjective probabilities 
to evaluate cleanup decisions around hazardous 
waste sites. 

The papers were followed by a long and in- 
sightful discussion on Bayesian inference, sta- 
tistical analysis, and their consequences for ecol- 
ogists. Two major participants in that discussion 
were asked to write papers (Dennis 1996, Ed- 
wards 1996) summarizing their views on Baye- 
sian inference and the five invited papers. Dis- 
cussions like these, published with the original 
paper(s), are common in the statistical literature, 
but unusual in the ecological literature. With the 
approval of the editor-in-chief, we edited them 
in the same way that statistical discussion papers 
are edited. Because they present viewpoints, not 
new research, the discussions were not sent out 
for external review; they were reviewed for tone 
and technical accuracy by one of the editors of 
this special feature. 

The choice between Bayesian and frequentist in- 
ference is not an arcane philosphical discussion. It 
affects all aspects of how one makes inferences 
from data. This special feature presents to ecolo- 
gists an understandable discussion of the two ap- 
proaches and their consequences. It also presents 
examples of ecological problems that may be more 
easily answered by Bayesian approaches, and fi- 
nally gives some flavor of the controversy asso- 
ciated with the choice of method. 
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