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Abstract

A number of classical approaches to nonparametric regression have recently been extended to the case of functional predictors. This paper introduces a new method of this type, which extends intermediate-rank penalized smoothing to scalar-on-function regression. The core idea is to regress the response on leading principal coordinates defined by a relevant distance among the functional predictors, while applying a ridge penalty. Our publicly available implementation, based on generalized additive modeling software, allows for fast optimal tuning parameter selection and for extensions to multiple functional predictors, exponential family-valued responses, and mixed-effects models. In an application to signature verification data, the proposed principal coordinate ridge regression is shown to outperform a functional generalized linear model.
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1 Introduction

A central problem in functional data analysis is to relate scalar responses $y_i$ to functional predictors $x_i(\cdot)$ ($i = 1, \ldots, n$) by a regression model. In the terminology of Reiss et al. (2010), models of this type are known as “scalar-on-function” regression, to distinguish them from models for functional responses (“function-on-scalar” or “function-on-function” regression). The standard approach (Marx and Eilers, 1999; Cardot et al., 1999; Ramsay and Silverman, 2005) is to estimate the intercept $\alpha$ and slope or coefficient function $\beta(\cdot)$ in the functional linear model

$$y_i = \alpha + \int_T x_i(t) \beta(t) dt + \varepsilon_i$$

(1)

where $T$ is the domain of the functional predictors and $E(\varepsilon_i) = 0$.

But as with ordinary (scalar-predictor) regression, a linear model can sometimes fail to capture the relationship of interest. As an illustration, suppose that $x_i : [0,1] \rightarrow \mathbb{R}$, the $i$th of $n$ functional predictors, is a noisy realization of

$$x^0_i(t) = \begin{cases} -1, & t - \tau_i \in [-.05, 0); \\ 1, & t - \tau_i \in [0, .05); \\ 0, & \text{otherwise}, \end{cases}$$

(2)

for some $\tau_i \in [0, 1]$, as in the first two panels of Figure 1. Suppose further that we have responses arising as

$$y_i = \tau_i + \varepsilon_i$$

(3)

with independent identically distributed mean-zero normal errors $\varepsilon_i$. In this setup, $y_i$ depends strongly on $x_i(\cdot)$ via the parameter $\tau_i$ which characterizes the latter. This dependence is not captured by the linear model (1).

On the other hand, if we can define a distance between functional predictors such that $x_i(\cdot), x_j(\cdot)$ are close when $\tau_i, \tau_j$ are, then intuitively, the principle that similar $x(\cdot)$’s imply similar $y$’s may be a better guide to extracting the information in $x(\cdot)$ relevant to predicting $y$. Thus a predictive algorithm based on this principle may succeed where the functional linear model fails.

Motivated by this idea of exploiting a relevant distance among the functional predictors to predict the response, this paper proposes a simple but powerful new approach, which we
call principal coordinate ridge regression (PCoRR), for scalar-on-function regression. As a brief illustration of PCoRR’s utility, we used windowed dynamic time warping (DTW; Sakoe and Chiba, 1978; Giorgino, 2009; Faraway, 2012) to define distances among the functional predictors shown in Figure 1. For this data set, the windowed DTW distance (see §4) captures the information relevant to prediction of $y$. Consequently, as shown in Figure 2, the proposed method, using principal coordinates based on that distance, dramatically outperforms an analogous functional linear model.

A similar motivation underlies previous methodology for nonparametric scalar-on-function regression (e.g., Ferraty and Vieu, 2006). But unlike previous proposals, our approach can be implemented using existing software for generalized additive and related models (Wood, 2006, 2011). This allows PCoRR to be extended readily to the wide range of models available with such software, including models with generalized linear responses, multiple functional predictors, and/or random effects.

Figure 1: Two instances of the noiseless functional predictors $x_i^0$ (2) in the toy example are shown in the left panel, with corresponding observed functions $x_i$ shown in the middle panel. The right panel shows $n = 30$ such functional predictors, color-coded as in Hyndman and Shang (2010) by the corresponding responses (3).
Figure 2: Performance for the toy data: ridge regression on principal component scores, a linear approach to scalar-on-function regression, vs. on (DTW-based) principal coordinates, the proposed nonparametric approach. The latter attains much lower (better) generalized cross-validation scores (see §2.5).

2 Methodology

2.1 Principal coordinates

Let $D = (d_{ij})_{1 \leq i,j \leq n}$ be a symmetric matrix of distances with $d_{ii} = 0$ for all $i$ and $d_{ij} \geq 0$ for all $i,j$. Classical multidimensional scaling (Gower, 1966) seeks $n$ points in $\mathbb{R}^q$ (for some $q \leq n$) whose Euclidean distances are “closest” to $D$, in the sense discussed in section 14.4 of Mardia et al. (1979).

Define the $n \times n$ centering matrix $H = I_n - \frac{1}{n} 1_n 1_n^T$ and let

$$K = H \left( -\frac{1}{2} d_{ij}^2 \right)_{1 \leq i,j \leq n} H$$

have leading eigenvalues $\lambda_1 \geq \ldots \geq \lambda_q > 0$, with corresponding eigenvectors $w_1, \ldots, w_q$ scaled so that $\|w_{\ell}\|^2 = \lambda_{\ell}$ for $\ell = 1, \ldots, q$. Then the desired $n$ points are given by the rows of the $n \times q$ matrix $W_q = (w_1 \ldots w_q)$. These row vectors, which we may denote by $w_1, \ldots, w_n$, are called the principal coordinates (PCo’s) of the data.
To construct the PCo matrix $W_q$ explicitly, consider the eigendecomposition

$$K = U \Delta U^T$$

where $U^T U = I_n$ and $\Delta = \text{Diag}\{\delta_1, \ldots, \delta_n\}$ with $\delta_1 \geq \ldots \geq \delta_n$. Let $U = (U_q U_{-q})$ and

$$\Delta = \begin{pmatrix} \Delta_q & 0 \\ 0 & \Delta_{-q} \end{pmatrix}$$

where $U_q$ is $n \times q$ and $\Delta_q$ is $q \times q$, and assume $\delta_q > 0$. From the above definition, we have

$$W_q = U_q \Delta_q^{1/2}.$$  \hfill (6)

### 2.2 Ridge regression on principal coordinates

Given a distance defined among the $n$ instances of the functional predictor, our proposal is simply to perform ridge regression on the leading $q$ PCo’s with respect to this distance, for a chosen $q > 0$. More explicitly, suppose we have a response vector $y \in \mathbb{R}^n$, an $n \times p$ design matrix $M$ of scalar covariates, and the $n \times q$ matrix $W_q$ of PCo’s, with $p + q < n$. The basic proposal for PCoRR is the model fit

$$\hat{y} = M \hat{\alpha} + W_q \hat{\gamma}$$ \hfill (7)

where $(\hat{\alpha}, \hat{\gamma})$ minimizes the ridge-type criterion

$$\|y - M \alpha - W_q \gamma\|^2 + \lambda \gamma^T \gamma$$ \hfill (8)

for some $\lambda > 0$.

When $M$ is of full rank and orthogonal to the principal coordinates ($M^T W_q = 0$), the fitted value matrix has the explicit form

$$\hat{y} = M (M^T M)^{-1} M^T y + U_q \text{Diag} \left\{ \frac{\delta_\ell}{\delta_\ell + \lambda} \right\}_{1 \leq \ell \leq q} U_q^T y$$

$$= M (M^T M)^{-1} M^T y + \sum_{1 \leq \ell \leq q} \frac{\delta_\ell}{\delta_\ell + \lambda} u_\ell u_\ell^T y,$$

where $u_\ell$ is the $\ell$th column of $U$. In other words, the projection of $y$ on the $\ell$th PCo direction is multiplied by the "filter factor" $\frac{\delta_\ell}{\delta_\ell + \lambda}$ (Randolph et al., 2012), with preference (larger factors, or less shrinkage) given to directions corresponding to larger eigenvalues, resulting in a fit with effective degrees of freedom $p + \sum_{\ell=1}^q \frac{\delta_\ell}{\delta_\ell + \lambda}$. 
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2.3 Prediction for new observations

Expression (7) tells us only the fitted values for the \( n \) given observations ("design points"). Suppose we have \( n^* \) new observations of the functional predictor, along with an \( n^* \times p \) matrix \( M^* \) of covariate values. To obtain predictions for these non-design points we must first "insert" them into the PCo configuration. In other words, we need an \( n^* \times q \) matrix \( W^*_q \) of coordinates with respect to this configuration, which would yield predicted values \( \hat{y}^* = M^* \hat{\alpha} + W^*_q \hat{\gamma} \). A solution is given by applying Gower's interpolation (Gower, 1968) to each point: letting \( d^*_{mi} \) denote the distance from the \( m \)th new point to the \( i \)th design point, and \( k_{ii} \) the \( i \)th diagonal element of \( K \) in (4), we take

\[
W^*_q = K^* U_q \Delta^{-1/2}_q, \tag{9}
\]

where \( K^* \) is the \( n^* \times n \) matrix with \((m,i)\) entry \(-\frac{1}{2}(d^*_{mi}^2 - k_{ii})\). Subtracting \( k_{ii} \) is a form of centering (Gower, 1968), and we use the notation \( K^* \) to suggest that this matrix is constructed by transforming the distances \( d^*_{mi} \) in a roughly similar manner to the transformation of the original distance matrix \( D \) to obtain \( K \). See Appendix A for further discussion.

2.4 Extending the model

Generalized additive modeling software, specifically the \texttt{mgcv} package (Wood, 2006, 2011) for R (R Core Team, 2015), allows for several important extensions to the PCoRR fit (7):

1. A generalized linear model (GLM) extension is achieved by minimizing the penalized deviance \( D(\alpha, \gamma) + \lambda \gamma^T \gamma \), as opposed to the penalized sum of squares (8).

2. Since \texttt{mgcv} can perform fast optimal selection of multiple smoothing parameters, one can incorporate multiple functional predictors. Letting \( W_{q(r)} \) denote the PCo matrix for the \( r \)th of \( R \) functional predictors, criterion (8) is then replaced by

\[
\left\| y - M \alpha - \sum_{r=1}^{R} W_{q(r)}^{(r)} \gamma_r \right\|^2 + \sum_{r=1}^{R} \lambda_r \gamma_r^T \gamma_r \tag{10}
\]

(with sum of squared errors again replaced by deviance for the generalized linear case).
3. Ruppert et al. (2003), Reiss and Ogden (2009) and Wood (2011), among others, propose to choose the penalty parameter $\lambda$ (or parameters $\lambda_1, \ldots, \lambda_R$) by maximum likelihood or restricted maximum likelihood (REML), or approximate versions thereof in the generalized linear case. Since these criteria are also the standard procedures for fitting mixed-effect models, their use allows for straightforward incorporation of random effects in the model.

2.5 Tuning parameter selection

In (10), we must choose both the dimension $q_r$ and the ridge penalty parameter $\lambda_r$, for $r = 1, \ldots, R$. As noted above, we favor maximum likelihood or REML for the choice of $\lambda_r$. For $q_r$, in line with Wood (2006), we use generalized cross-validation (GCV; Craven and Wahba, 1979) for GLMs with unknown scale parameter (e.g., linear regression), and the Akaike information criterion (AIC; Akaike, 1973) for those with known scale parameter (e.g., logistic regression). Typically there is a minimum number of coordinates above which these criteria attain an approximate plateau (Miller and Wood, 2014), much as has been found regarding the number of knots for penalized splines (Ruppert, 2002). Consequently, when $R > 1$ it seems adequate to fix $q_1 = \ldots = q_R = q$ for a sufficiently high value of $q$, perhaps 10 or 20, rather than painstakingly optimizing GCV or AIC over $(q_1, \ldots, q_R)$.

2.6 Implementation

We have implemented PCoRR in the R package poridge (Principal co-Ordinate Ridge regression), which is publicly available at https://github.com/dill/poridge. Essentially the package is an add-on to the mgcv package (Wood, 2006, 2011). It implements a non-standard “smooth constructor” function that inputs a distance matrix $D$ and a number of coordinates $q$, and enables the workhorse function $s()$ to add the resulting term $+W_q \gamma$ to a generalized additive model, along with a ridge penalty.
3 Relationships with other work

A number of previous approaches in the functional data literature and elsewhere have connections with PCoRR, some of which may not be immediately apparent. This section explains some of these relationships. Situating our method in relation to others may offer new insights and may help to suggest alternative avenues for future work.

3.1 Functional principal component regression

To relate our method to functional principal component regression, we first need to recall the notion of PCo-PCA “duality” developed by Gower (1966) for multivariate data. Given an $n \times p$ matrix $X$ of $n$ observations in $\mathbb{R}^p$, the key result is that the principal coordinates arising from Euclidean distances among the observations are equal to the principal component scores. We wish to generalize this to observations $x_1, \ldots, x_n$ in a separable Hilbert space $F$, such as $L^2(T)$ or a subspace thereof, equipped with an inner product $\langle \cdot, \cdot \rangle$ and the associated norm $\|f\|_F = \sqrt{\langle f, f \rangle}$.

The proof of duality for multivariate data relies on the one-to-one correspondence between eigenvectors of $X^c X^c_T$ and those of $X^T X^c c$, where $X^c = HX$. To generalize the result, we need to introduce an abstract counterpart of the matrix $X^c$, namely the bounded linear transformation $T_x : F \rightarrow \mathbb{R}^n$ defined by $T_x f = (\langle x_1 - \bar{x}, f \rangle, \ldots, \langle x_n - \bar{x}, f \rangle)^T$. It is readily checked that the adjoint of $T_x$ is $T^*_x : \mathbb{R}^n \rightarrow F$ given by $T^*_x v = \sum_{i=1}^n (v_i - \bar{v}) x_i$ where $v = (v_1, \ldots, v_n)^T$. We then have, for $f \in F$,

$$T^*_x T_x f = \sum_{i=1}^n \langle x_i - \bar{x}, f \rangle (x_i - \bar{x}) = \sum_{i=1}^n \langle x_i - \bar{x}, f \rangle x_i,$$

i.e., $T^*_x T_x$ is $n - 1$ times the sample covariance operator on $F$; and for $v \in \mathbb{R}^n$, $T_x T^*_x v = HCHv$ where $C = (\langle x_i, x_j \rangle)_{1 \leq i,j \leq n}$.

$T^*_x T_x$ has eigenexpansion

$$T^*_x T_x f = \sum_{\ell=1}^{n-1} \delta_\ell \langle \phi_\ell, f \rangle \phi_\ell$$

where $\delta_1 \geq \delta_2 \geq \ldots \geq 0$ and the $\phi_\ell$’s are orthonormal. One way to see that $n - 1$ terms suffice in this expansion is to observe that for each eigenvalue-eigenelement pair $(\delta_\ell, \phi_\ell)$ of
$T_x^* T_x$, $HCH$ has eigenvalue $\delta_\ell$ since

$$
HCH(T_x \phi_\ell) = (T_x T_x^*) T_x \phi_\ell = T_x (T_x^* T_x) \phi_\ell = \delta_\ell T_x \phi_\ell;
$$

(12)

but $HCH 1_n = 0$, so $HCH$ has at most $n - 1$ positive eigenvalues. The orthonormal eigenelements $\phi_1, \phi_2, \ldots, \phi_{n-1}$ form what we may call a (sample) $\mathcal{F}$-principal component basis of $\mathcal{F}$. The $\ell$th $\mathcal{F}$-PC scores for the data points are given by $\langle x_i - \bar{x}, \phi_\ell \rangle : i = 1, \ldots, n$, i.e., by $T_x \phi_\ell$. For $\mathcal{F}$ a space of square-integrable functions, the $\mathcal{F}$-PC expansion is essentially the FPC expansion as formulated by, for example, Dauxois et al. (1982) and Aguilera et al. (1999). We can now state our duality theorem for Hilbert space-valued data.

**Theorem 1.** Assume a set of observations $x_1, \ldots, x_n$ in a separable Hilbert space $\mathcal{F}$ satisfies $\delta_1 > \ldots > \delta_q > 0$ in (11) where $q \in \{1, \ldots, n - 1\}$. Then for $\ell = 1, \ldots, q$, the vector of $\ell$th principal coordinates with respect to the distance matrix $D = (\|x_i - x_j\|)_{1 \leq i, j \leq n}$ is equal, with a possible sign change, to the vector of scores with respect to the $\ell$th $\mathcal{F}$-PC.

Proof. Letting $c_{ij} = \langle x_i, x_j \rangle$ and $d_{ij} = \|x_i - x_j\|_F$, we have

$$
d_{ij} = \sqrt{c_{ii} - 2c_{ij} + c_{jj}},
$$

(13)

i.e., $D$ is obtained from $C$ by the “standard transformation” of Mardia et al. (1979), p. 402. Hence by Theorem 14.2.2 of Mardia et al. (1979), $HCH$ equals the matrix $K$ of (4). By the distinctness of the leading $q$ eigenvalues, it suffices to show (i) that $T_x \phi_\ell$, the vector of scores with respect to the $\ell$th $\mathcal{F}$-PC, is an eigenvector of $HCH$ corresponding to that matrix’s $\ell$th largest eigenvalue $\delta_\ell$; and (ii) that $T_x \phi_\ell$ has squared norm $\delta_\ell$. But we have already established (i) in (12), and (ii) is clear since $\|T_x \phi_\ell\|^2 = \phi_\ell^T (T_x^* T_x) \phi_\ell = \delta_\ell (\phi_\ell^T \phi_\ell) = \delta_\ell$. \qed

If $\mathcal{F}$ is a space of square-integrable functions on $\mathcal{T}$, says that principal coordinates with respect to the usual $L^2$ distance $\|f - g\| = \sqrt{\int_T [f(t) - g(t)]^2 dt}$ are simply FPC scores. Thus regressing on PCo’s with respect to an arbitrary distance among functions is a direct generalization of functional principal component regression.

In light of Theorem 1, we can view several FPC-based methods for scalar-on-function regression, referred to in the first row of Table 1, as being generalized by the corresponding PCo-based methods in the second row. The first column of Table 1 refers to unpenalized
linear regression on leading FPC scores, a popular approach to scalar-on-function regression (e.g., Cardot et al., 1999; Müller and Stadtmüller, 2005), as a special case of regression on leading PCo’s. The latter method has been discussed extensively by Cuadras and Arenas (1990) and Cuadras et al. (1996), who refer to it as “distance-based regression,” and has been recently applied to functional predictors (Boj et al., 2015). In contrast to these unpenalized methods, the methods in the second column of Table 1 incorporate a penalty: the “FPCR_R” method of Reiss and Ogden (2007) regresses on leading FPCs with a roughness penalty, whereas PCoRR adopts a ridge penalty (and thus is not an exact generalization of FPCR_R). As in the case of scatterplot smoothing, introducing a penalty enables one to use a richer basis, and the simulation results of Reiss and Ogden (2007) suggest that this yields improved performance for scalar-on-function regression (see the discussion of Horváth and Kokoszka, 2012). To be sure, Cuadras et al. (1996) also consider extensions of simple linear regression, including ridge regression; but our PCoRR formulation, which achieves the extensions outlined in §2.4 with automatically optimized tuning parameters, is new. The third column of Table 1 refers to additive models. These have been developed for FPC scores by Müller and Yao (2008), and might be studied for general PCo’s in future work.

### 3.2 Nonparametric functional regression

A more flexible alternative to the functional linear model (1) is the nonparametric model

\[ y = m(x) + \varepsilon, \tag{14} \]

where \( m \) is some mapping from the function space of interest to \( \mathbb{R} \) and \( E(\varepsilon|x) = 0 \). To estimate \( m \), one may extend nonparametric regression methodology from the case of scalar
Table 2: Selected references for some approaches to nonparametric regression with scalar predictors (first row) and functional predictors (second row).

$x$ to the case of functional $x$ (Geenens, 2011). For example, the original proposal for nonparametric scalar-on-function regression (Ferraty and Vieu, 2006) was a functional version of the kernel smoothing method of Nadaraya (1964) and Watson (1964). Likewise, Baíllo and Grané (2009) extended local linear smoothing to the functional predictor setting.

Somewhat less transparently, roughness penalty approaches to nonparametric regression also have functional-predictor counterparts, as suggested by the two rightmost columns of Table 2. Given observations $(x_1, y_1), \ldots, (x_n, y_n) \in \mathbb{R}^2$, the smoothing spline approach to nonparametric regression (Wahba, 1990) posits a model of the form (14), and finds the estimator $\hat{m}$ that minimizes a penalized loss over a reproducing kernel Hilbert space $\mathcal{H}$ of functions $m : \mathbb{R} \rightarrow \mathbb{R}$. Considering for simplicity the case of squared error loss and $\| \cdot \|_\mathcal{H}$ having trivial null space, the smoothing spline estimator is

$$\hat{m} = \arg \min_{m \in \mathcal{H}} \left[ \sum_{i=1}^{n} \left( y_i - m(x_i) \right)^2 + \lambda \|m\|^2_\mathcal{H} \right]$$

(15)

for some $\lambda > 0$. The nonparametric functional regression estimator of Preda (2007) has the same form, but here $x_1, \ldots, x_n$ belong to a function space $\mathcal{F}$, and $\mathcal{H}$ is an RKHS of maps $m : \mathcal{F} \rightarrow \mathbb{R}$. Briefly, the RKHS $\mathcal{H}$ considered by Preda (2007) is generated by a kernel $k : \mathcal{F} \times \mathcal{F} \rightarrow \mathbb{R}$ such as $k(f, g) = \exp(-\|f - g\|^2_{\mathcal{F}}/2\sigma^2)$ ($\sigma > 0$), in the sense that $\mathcal{H}$ is the completion of

$$\left\{ \sum_{i=1}^{L} a_i k(\cdot, f_i) : a_1, \ldots, a_L \in \mathbb{R}, f_1, \ldots, f_L \in \mathcal{F} \right\}$$

with respect to a specific inner product. By the representer theorem (Schölkopf et al., 2001), the minimizer in (15) is of the form $m(x) = \sum_{i=1}^{n} \beta_i k(x, x_i)$. For $\hat{m}$ of this form the
right side of (15) can be shown to equal

\[ \| y - K\beta \|^2 + \lambda \beta^T K\beta \]  \hspace{1cm} (16)

where

\[ K = [k(x_i, x_j)]_{1 \leq i, j \leq n} \]  \hspace{1cm} (17)

and \( \beta = (\beta_1, \ldots, \beta_n)^T \). Thus \( \hat{m}(x) = \sum_{i=1}^n \hat{\beta}_i k(x, x_i) \) where \( \hat{\beta} = (\hat{\beta}_1, \ldots, \hat{\beta}_n)^T \) minimizes (16). In the machine learning literature this is referred to as kernel ridge regression (KRR; e.g., Shawe-Taylor and Cristianini, 2004).

To place PCoRR in the context of nonparametric functional regression we must proceed to the fourth column of Table 2. In the top entry of that column we find penalized intermediate-rank splines (e.g., Green and Silverman, 1994; Ruppert et al., 2003; Wood, 2006). In comparison to smoothing splines, these approaches can be viewed as approximate RKHS optimizers offering greater computational efficiency. Similarly PCoRR can be thought of as approximating the RKHS approach of Preda (2007) to functional regression. To see this, suppose that \( K \) in (16) arises not as the Gram matrix (17), but from a distance matrix as in (4). (See Appendix B for discussion of the correspondence between distance and kernel matrices.) Suppose we impose the restriction

\[ \beta = U_q \Delta_q^{-1/2} \gamma \]  \hspace{1cm} (18)

for some \( \gamma \in \mathbb{R}^q \). Substituting into (16), and using (5) and (6), yields the criterion \( \| y - W_q \gamma \|^2 + \lambda \gamma^T \gamma \), which is simply the PCoRR criterion (8) (where the covariate part \( M\alpha \) has been omitted for simplicity). Since restriction (18) confines \( K\beta \) to the column space of \( U_q \), an optimal \( q \)-dimensional approximation in the sense of Eckart and Young (1936) (as in Reiss and Ogden, 2010), PCoRR can be viewed as optimally truncated KRR. PCoRR, then, seems particularly reminiscent of thin plate regression splines (Wood, 2003), which are essentially thin plate splines with a similar optimal truncation step. At any rate, our aim here, in highlighting the analogy between PCoRR and intermediate-rank spline smoothing, has been to present our method as a natural, and potentially fruitful, next step in the development of nonparametric scalar-on-function regression.
3.3 Other kernel methods

Our interpretation of PCoRR as truncated KRR implies that multiple-term models, such as the optimizer of (10), constitute a form of multiple kernel learning (see Gönen and Alpaydın, 2011, for a review). The standard viewpoint of multiple kernel learning differs from ours in several respects, however: one starts with kernels $k_1(\cdot,\cdot),\ldots,k_R(\cdot,\cdot)$ as opposed to distances, the aim is usually classification (as opposed to general exponential family outcomes), and the idea is to combine the $R$ kernels into a single kernel in some optimal manner.

The viewpoint of Corrada Bravo et al. (2009) is in a sense intermediate between ours and that of the kernel literature. Like us, these authors begin not with a kernel, but with a distance function that may not be Euclidean and need not even satisfy the triangle inequality (although they reserve the term “distance” for functions that do satisfy the triangle inequality, and use “dissimilarity” for those that do not). But as in most of the kernel literature, Corrada Bravo et al. (2009) require a positive semidefinite matrix $K$. Thus the “pseudo-attributes” entered into their smoothing spline ANOVA model have the same form as the PCo’s (6), but arise from a positive semidefinite $K$ obtained by convex cone programming (Lu et al., 2005) rather than from (4). A less computationally intensive way to derive a positive semidefinite $K$ from a non-Euclidean distance matrix $D$ is to add the constant derived by Cailliez (1983) to the non-diagonal entries of $D$, and then apply (4); this approach is available as an option in our PCoRR implementation.

4 Application: Signature verification

4.1 The data set

We now consider part of the sample data from the First International Signature Verification Competition (SVC 2004), available at http://www.cse.ust.hk/svc2004/. Each individual in the sample contributed 20 genuine signatures, which were accompanied by 20 skilled forgeries. For each signature we have $x$- and $y$-coordinates recorded at $\approx 150–300$ time points. The challenge is to design an algorithm that can distinguish the genuine signatures from the fakes. Geenens (2011) considers a functional NW estimator for these
Figure 3: Five instances of a Chinese signature (above) along with five skilled forgeries thereof (below).

data. For illustration we consider the data for one individual. Figure 3 displays five of the 20 instances of this individual’s Chinese signature, along with five of the corresponding forgeries.

4.2 Dynamic time warping

Noting that dynamic time warping approaches are considered state-of-the-art for signature verification (Kholmatov and Yanikoglu, 2005; Houmani et al., 2012), we apply DTW-based PCoRR to this data set. Briefly, DTW refers to a set of dynamic programming algorithms for optimally aligning discretely observed functions \( f(s), s = 1, \ldots, S \) and \( g(t), t = 1, \ldots, T \), by choosing pairs \((s_1, t_1), \ldots, (s_K, t_K)\) to minimize a normalized weighted average of

\[
|f(s_k) - g(t_k)|,
\]

subject to a set of constraints including (i) \( s_1 = t_1 = 1 \), \( s_K = S \), \( t_K = T \) and (ii) \( s_{k+1} - s_k, t_{k+1} - t_k \in \{0, 1\} \) for each \( k \). That weighted average, referred to as the DTW distance, need not be a metric. Another possible constraint is \( |s_k - t_k| \leq W \) for some \( W > 0 \) (Sakoe and Chiba, 1978); this was used in the toy example of the introduction to ensure that pairs of curves with nearby values of \( \tau \) would have low distance.
4.3 Comparison

For this illustration we compare logistic PCoRR based on the DTW distance versus logistic functional PCR (a functional GLM) with a ridge penalty. We implemented FPCR as PCoRR based on $L^2$ distance (see §3.1) to eliminate irrelevant differences in implementation between FPCR and DTW-based PCoRR. Both approaches perform “online” signature verification, meaning that they use pen timing information in addition to the shape of the signature.

To implement FPCR, we transformed each signature’s time scale to the interval $[0, 1]$. Using the R package \texttt{fda} (Ramsay et al., 2014), we set up a basis of 30 quintic B-spline functions on $[0, 1]$, with which we performed penalized smoothing of each signature’s $x$- and $y$-coordinates, and also obtained estimates of the first and second derivatives of the $x$- and $y$-curves. We then formed distance matrices between 1) the original curves, 2) the first derivatives and 3) the second derivatives; all three distance matrices were attempted as inputs to PCoRR. The smoothed $x$- and $y$-curves and their derivative estimates are displayed in Figure 4. One of the fake signatures is an outlier, as can be seen clearly both in the second row of the figure and in the scatterplots of first vs. second FPC scores in the third row.

For nonparametric (DTW-based, as opposed to $L^2$-based) PCoRR, we calculated DTW distances among the original signatures and first- and second-differenced versions thereof, using the R package \texttt{dtw} (Giorgino, 2009). For bivariate time series such as these, Euclidean distance in $\mathbb{R}^2$ is substituted for absolute value in (19) to define the DTW distance. First vs. second PCo’s are plotted for the original data and for the differenced data in Figure 5. The scatterplots suggest that the leading DTW-based PCo’s for both the first- and the second-differenced data do a good job of separating the two groups. Consistent with this, the lower right subfigure shows that logistic PCoRR based on DTW distances for the differenced data attains better performance (lower AIC) than either DTW with the raw data or the linear method with either the function estimates or their derivatives.

In §2.4 we referred to multiple-term models which, in the linear case, minimize criterion (10). For logistic regression with $R = 2$ terms and no scalar covariates, such a model might
Figure 4: First row: Smoothed $x$-coordinate curves and their first and second derivatives (in the online version, the 20 true signatures appear in black and the 20 forgeries in red). Second row: Same, for the $y$-coordinates. Third row: Plots of first vs. second FPC scores.
Figure 5: First three subfigures: First vs. second DTW-based principal coordinates for the original and differenced data. Last subfigure: AIC performance of logistic ridge FPCR ($L^2$-based PCoRR) vs. logistic DTW-based PCoRR for different numbers of PCo’s. In the legend, “1” and “2” refer to first and second derivatives (for FPCR) or differences (for DTW).

be expressed as

$$ \text{logit}(p) = W_{q_1}^{(1)} \gamma_1 + W_{q_2}^{(2)} \gamma_2 $$

(20)

where $p = [\Pr(y_1 = 1), \ldots, \Pr(y_n = 1)]^T$. To illustrate the potential utility of such models, in Figure 6 we display fitted values (estimated probabilities that the signatures are genuine) from logistic PCoRR models, with 5 PCo’s, based on (i) $L^2$ distance among (i.e., FPCR with) the 2nd derivative curves, (ii) DTW distance among the 2nd-differenced data, and (iii) model (20) combining both of the above terms, i.e., $W_{q_1}^{(1)} = W_{5}^{(1)}$ based on $L^2$ distance and $W_{q_2}^{(2)} = W_{5}^{(2)}$ based on DTW distance. The first 20 and last 20 points, respectively, represent the genuine and forged signatures. Thus, according to the two-term model (iii), the estimated probability of being genuine is near 1 for all the true signatures and near 0 for all the forgeries. Such near-perfect in-sample prediction might, a priori, result from overfitting; but the AIC value for this model is lower than for either of the single-term models, i.e., the two-term model appears to be best in terms of out-of-sample prediction.

We note that the AIC used here is the new modified criterion implemented in mgcv, which modifies the degrees of freedom to account for smoothing parameter uncertainty (Wood et al., 2015). The two-term model assigns more weight to the DTW-based than to the $L^2$-based PCo’s (4.25 vs. 2.88 df), as one would expect given the superior performance of
Figure 6: Fitted values from logistic PCoRR models based on (i) $L^2$ distance among 2nd-derivative curves (equivalent to logistic FPCR), (ii) DTW distance among 2nd-differenced curves, and (iii) model (20) incorporating both terms. In each case 5 PCo’s are used.

5 Discussion

While our toy and real-data examples have involved DTW distance, PCoRR can equally well be applied with other distances among functional predictors, such as ISOMAP distance (Chen and Müller, 2012), the optimally weighted $L^2$ distance of Chen et al. (2014), or Mahalanobis distance (Galeano et al., 2015). PCoRR applies as well to non-functional data objects among which a distance or kernel is defined, as in the references cited in §3.3. Thus our contribution may be viewed either as a new approach to scalar-on-function regression, or more broadly as an extension of generalized additive models to incorporate data expressed as distances or kernels.

Our only requirements for the distance among data points are those given at the beginning of §2.1. A downside of this flexibility is that for non-Euclidean distances the matrix $K$ in (4) is not positive semidefinite and thus mainstream kernel learning theory does not apply. It may, however, be possible to derive error results for PCoRR that combine kernel-based error bounds as in Steinwart and Christmann (2008) with bounds on the
approximation error due to truncation.

Another limitation of PCoRR is that it does not yield a coefficient function and hence is less interpretable than the functional linear model (1). It would therefore be helpful to have straightforward methodology for testing the null model (1) against the PCoRR alternative. We hope to present such methodology in a forthcoming paper.
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Appendix A: A note on interpolation formula (9)

At first glance, formula (9) has the appealing consequence that if we had \( n^* = n \) new points such that \( K^* = K \), the interpolated coordinates would be given by \( W^*_q = KU_q\Delta_q^{1/2} = W_q \). The equality \( K^* = K \) does not, however, hold in general given \( n \) new observations that are identical to the original ones. What is true in that case, assuming \( \delta_q > 0 \), is that

\[
K^*U_q = KU_q. \tag{21}
\]

To see this, define \( a_{rs} = -\frac{1}{2}d_{rs}^2, \bar{a}_r = \frac{1}{n} \sum_{s=1}^n a_{rs} \) and \( \bar{\bar{a}} = \frac{1}{n^2} \sum_{r=1}^n \sum_{s=1}^n a_{rs} \). Then \( K - K^* \) has \((m, i)\) entry \((a_{mi} - \bar{a}_m - \bar{\bar{a}} + \bar{\bar{\bar{a}}} - (a_{mi} - \bar{a}_i + \frac{1}{2}\bar{\bar{a}}) = \frac{1}{2}\bar{\bar{a}} - \bar{a}_m\). Thus the \( m \)th row of \( K - K^* \) is \((\frac{1}{2}\bar{\bar{a}} - \bar{a}_m)1^T\), and that of \((K - K^*)U_q\) is \((\frac{1}{2}\bar{\bar{a}} - \bar{a}_m)1^TU_q = (\frac{1}{2}\bar{\bar{a}} - \bar{a}_m)1^T KU_q \Delta_q^{-1} = 0^T\). Equation (21) follows, implying that \( W^*_q = W_q \) and hence, as one would expect in this case, the predicted values \( \hat{y}^* \) are the same as the fitted values \( \hat{y} \).

Appendix B: Relating distances and kernels

Expression (4) can be viewed as establishing a rough correspondence between distance matrices \( D \) and kernel matrices \( K \). However, the kernel (or Gram) matrix encountered
in the kernel literature is generally positive semidefinite (indeed, it is generally given by \([k(x_i, x_j)]_{1 \leq i, j \leq n}\) for some well-defined function \(k : \mathcal{F} \times \mathcal{F} \to \mathbb{R}\)), whereas \(K\) in (4) need not be. A fundamental result (Theorem 14.2.1 of Mardia et al., 1979) says that \(K\) is positive semidefinite if and only if \(D\) is Euclidean, i.e., there exist \(n\) points in a Euclidean space such that for each \(i, j\), \(d_{ij}\) equals the Euclidean distance between the \(i\)th and \(j\)th points.

Working in the opposite direction, given a positive semidefinite kernel matrix \(C\), the standard transformation (13) defines a corresponding distance matrix \(D\). As noted in the proof of Theorem 1, the matrix \(K\) (4) associated with that distance matrix is equal to \(HCH\), i.e., to the centered version of the original kernel matrix \(C\) (Shawe-Taylor and Cristianini, 2004).

In summary, (4) and (13) establish a one-to-one correspondence between Euclidean distance matrices and centered kernel matrices.

It is worth noting that when \(K\) is defined as a kernel matrix—as opposed to being derived from a distance matrix via (4)—the matrix \(W_q\) defined as in §2.2 gives the leading kernel principal components of the data (Schölkopf et al., 1998). For further discussion of the connection between distances and kernels, see Schölkopf (2001) and Faraway (2012).

SUPPLEMENTARY MATERIAL

**R code for analyses:** Code to reproduce the analyses of the toy data and the signature verification data. (GNU zipped tar file)
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