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Multilevel data occurs frequently in many research areas like health services research and epidemiology. A suitable way to analyze such data is through the use of multilevel regression models (MLRM). MLRM incorporate cluster-specific random effects which allow one to partition the total individual variance into between-cluster variation and between-individual variation. Statistically, MLRM account for the dependency of the data within clusters and provide correct estimates of uncertainty around regression coefficients. Substantively, the magnitude of the effect of clustering provides a measure of the General Contextual Effect (GCE). When outcomes are binary, the GCE can also be quantified by measures of heterogeneity like the Median Odds Ratio (MOR) calculated from a multilevel logistic regression model. Time-to-event outcomes within a multilevel structure occur commonly in epidemiological and medical research. However, the Median Hazard Ratio (MHR) that corresponds to the MOR in multilevel (i.e., ‘frailty’) Cox proportional hazards regression is rarely used. Analogously to the MOR, the MHR is the median relative change in the hazard of the occurrence of the outcome when comparing identical subjects from two randomly selected different clusters that are ordered by risk. We illustrate the application and interpretation of the MHR in a case study analyzing the hazard of mortality in patients hospitalized for acute myocardial infarction at hospitals in Ontario, Canada.

We provide R code for computing the MHR. The MHR is a useful and intuitive measure for expressing cluster heterogeneity in the outcome and, thereby, estimating general contextual effects in multilevel survival analysis.
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1. Introduction

Data with a multilevel nature occur frequently in public health, health services research, behavioral research, and in epidemiology. Examples include residents nested or clustered within neighborhoods or regions, patients nested within hospitals, and students nested within schools. The existence of multilevel information is relevant in the practice of epidemiology for both formal statistical and substantive epidemiological reasons, and a suitable way of analyzing these kinds of data is by using multilevel regression models (MLRM) [1–4].

From a statistical perspective, a condition for performing conventional regression analyses is the independence of the observations. Therefore, conventional analyses are inappropriate in the presence of clustering because subjects within the same cluster are more likely to have similar outcomes compared...
to randomly selected subjects from different clusters, and thus subjects within the same cluster are not statistically independent of one another. This lack of independence decreases the effective sample size, so that failure to account for clustering falsely increases the precision of the estimates. MLRM have been developed to fit regression models to data that have a multilevel structure [1,2,4,5]. Such models incorporate cluster-specific random effects that account for the dependency of the data by partitioning the total individual variance into variation due to the clusters or ‘higher-level units’ and the individual-level variation that remains [6].

It is important to remember that MLRM have been used for the analysis of repeated measurements within individuals. In this case, the between-cluster (i.e., between individuals) component of variance is typically a large proportion of the total observed variation in the response variable. This is to be expected as the human body is a natural and homogenous system with well delimited boundaries [7], so the intra-individual correlation of the repeated measurement is anticipated to be high. Therefore, when performing regression analyses of repeated measurements in a sample of individuals, the existence of a strong intra-individual residual correlation can be seen as a nuisance that needs be taken into account for correct estimation of uncertainty around fixed effects. However, the situation is very different when MLRM are applied for investigating contextual effects on individual health. From an epidemiological perspective, knowing the share of the total individual variance that is attributable to the cluster level or the ‘variance partition coefficient’ (VPC) is relevant information on its own. Obviously, the higher the VPC, the more relevant the context appears to be for understanding individual health or disease outcomes [5,6]. The VPC informs on the existence of a general contextual effect (GCE), which is called ‘general’ because it reflects the influence of the cluster context as a whole, without specifying any contextual characteristic other than the very boundaries that delimit the cluster.

As we have discussed elsewhere [8], quantifying the GCE is actually an implicit goal in all studies evaluating hospital performance, even in those studies that do not apply MLRM. Many such studies are based on single-level models analyzing individual patient data with dummy variables for the hospitals or using information aggregated at the hospital level. Even when information is available at the patient, institutional, and geographical levels, assessments are typically performed at a single level by using, for instance, funnel plots, health league tables, or similar methods to compare hospitals or small geographical area averages. This single-level approach is used extensively, but may provide misleading information for decision makers as it does not provide information on the size of the GCE. For evaluating hospital performance, what matters most is not the existence of differences between hospital averages in some quality indicator, but rather the share of the differences in patient outcomes that are due to the hospital level. That is, the GCE. Obviously, the higher that this share is, the more relevant the hospital context is.

In health services research, and particularly within publicly funded systems, a fundamental task is the assessment of equity in health care. Equity means that health care is provided on equal terms and according to needs, regardless of the location of the patient or of the hospital in which they are treated. In other words, after adjusting for possible differences in case-mix between health care providers, an equitable and well-functioning healthcare system should result in comparable outcomes across different healthcare providers following provision of medical or surgical care. Using this perspective, we have recently suggested [8,9] that for the evaluation of health care performance in a health care system (e.g., Canada or Sweden) it is necessary to consider at least two fundamental parameters: the national average of the quality indicator under analysis (e.g., mortality after hospitalization for acute myocardial infarction (AMI or heart attack)), and the size of the GCE. The use of these two parameters allows us to consider four different categories of health system performance.

The ideal scenario (A) is when the national average denotes high quality (e.g., low mortality after hospitalization for AMI) and the GCE is very small (that is, a very low VPC). Under this scenario, all hospitals are performing homogenously well. That is, there is a well-functioning healthcare system without disparities between hospitals. The worse scenario (B) is when the national average denotes low quality (e.g., high mortality after hospitalization for AMI) and the GCE is also small (that is, a very low VPC). Under this scenario, all hospitals are performing homogenously poorly. That is, there is an overall poorly functioning healthcare system. In both scenarios A and B, any intervention to improve quality (scenario B) or to maintain the high quality of the health care system (scenario A) should not be directed at specific hospitals, but to all hospitals in the state, province, or country. The next scenario (C) is when the national average denotes high quality (e.g., low mortality after hospitalization for AMI) but the GCE is large (that is, a high VPC). This scenario indicates that even if the quality of the whole health care system is, on average, good, there is heterogeneity in hospital performance, so that the prognosis after AMI is consistently poor for the patients in some hospitals but consistently good for...
patients in some other hospitals. In this scenario, an intervention to improve health care quality should be focused on the hospitals with poor quality (i.e., those with high average mortality after hospitalization for AMI). The final scenario (D) is when the national average denotes poor quality (e.g., high average mortality after hospitalization for AMI in the country) and the GCE is large (that is, a high ICC). This scenario indicates that even if the quality of the health care system is poor on average, there is heterogeneity in hospital performance so that the prognosis after myocardial infarction is consistently bad for the patients in some hospitals but consistently better for patients in other hospitals. In scenario D, an intervention to improve health care quality should be focused on all hospitals in the country and especially on those with the highest average mortality after hospitalization for AMI.

This simplified approach of four scenarios can be applied together with classical funnel plots, health league tables, or similar method commonly used to compare hospitals or small geographical area averages [8–11]. It can also be used for the non-randomized evaluation of interventions in health care [12,13]. When using MLRM with more than two levels (e.g., patient, wards, and hospitals [8], or patient, physicians, and hospitals [13]), the level-specific GCE may provide information on the relative important or relevance of the different levels. This approach may be used to complement the information provided by initiatives like ‘hospital report cards’, in which patients’ outcomes are compared across hospitals within a given health care system. Such report cards have been published comparing mortality rates across hospitals for patients hospitalized with AMI in the Canadian province of Ontario [14], and in the American states of California [15] and Pennsylvania [16]. Similarly, outcomes have been compared across hospitals or surgeons for patients undergoing coronary artery bypass graft (CABG) surgery in Ontario [17] and in the American states of New York [18], New Jersey [19], Pennsylvania [20], and Massachusetts [21]. Similar analyses may be conducted in education (e.g., examining variation in student test scores across schools) and other areas in which it is important to quantify the GCE of the providers. Any researcher examining variation in outcomes across clusters in which subjects are nested (e.g., hospitals, schools, geographic regions) should be interested in formally describing and interpreting the observed variation in outcomes across clusters and the GCE.

A classical concern in health services research is the issue of how to interpret the magnitude of the estimated between-cluster variation. In doing so, one must consider Diehr et al.’s classical question, ‘What is too much variation?’ [22]. The simplest approach of directly interpreting the estimated cluster variance, as is classically done in single-level studies of hospital or small area variation, is insufficient. Our analytical framework, however, facilitates the answering of this classical question. Rather than focusing on cluster variance in isolation, we consider the existence of a multilevel continuum of individual variance that can be decomposed into between- and within-cluster components. Therefore, the cluster variance is large when it is a large share of the total individual variance. The advantage of using the VPC to quantify the GCE is that it provides a measure with clearly defined limits as it can be expressed as a percentage that extends from 0% to 100%.

The VPC is easy to calculate and interpret in multilevel linear regression models with continuous outcomes [23]. In the case of discrete responses, the calculation and interpretation of the VPC are more complicated because, among other issues, the individual and cluster components of variance are on different scales. There are, however, several alternative approaches for computing the VPC with discrete outcomes. These include using a normal response approximation, the simulation method, Taylor series linearization, and the latent response method [6]. Also, one could use random effects-based predictions and their corresponding area under the ROC curve [8,9]. A problem is that many epidemiological practitioners and physicians are not familiar with concepts like underlying latent variables and constant individual variances of $\pi^2$, which may explain the reluctance to use this approach.

To avoid the interpretative technicalities of the VPC, Larsen et al. introduced the concept of the median odds ratio (MOR) that can be used in the interpretation of GCE when fitting a random effects logistic regression model [24,25]. The MOR indicates the median value of the odds ratios obtained when comparing the odds of the occurrence of the outcome in an individual from a randomly selected clusters with another individual with identical covariates but randomly selected from a different cluster when the clusters are ordered by risk. In other words, to calculate the MOR we should first measure the odds of the occurrence of the outcome for all randomly taken pairs of individuals from different clusters and, thereafter, compute the odds ratio for each pair of individuals having the individual from the cluster with the higher odds in the numerator and the individual from the cluster with the lower odds in the denominator. This would produce a distribution of odds ratios that are always equal to or higher than 1 and the MOR is the median OR of this distribution [26]. The MOR can be thought
of as the median increase in the odds of the occurrence of the outcome that would arise when an individual moves from a lower-risk cluster to a higher-risk cluster. An advantage to the MOR is that it permits the analyst to present the between-cluster variation as a measure of association (i.e., an odds ratio) and thereby allows the comparison of the GCE with the fixed effect of the covariates in the model.

Unlike the VPC which is a measure of homogeneity and intra-cluster correlation within hierarchical data structures, the MOR is strictly a measure of heterogeneity between clusters. Also, the MOR is a probabilistic measure of association that extends from 1 to $+\infty$ rather than from 0 to 1 as does the VPC. When interpreting the MOR, we need to consider that both the MOR and the VPC measures are simply functions of the cluster variance and both express the same GCE. For instance, a VPC as low as 2% corresponds to a MOR of 1.28, which some epidemiologist may interpret as a 28% increased risk, which is actually a low MOR.

An important, but neglected, issue concerns the calculation of the GCE for survival or time-to-event outcomes that occur frequently in the medical and epidemiological literature [27]. In fact, the quantification of the GCE is infrequent with time-to-event outcomes even if the Median Hazard Ratio (MHR), as an extension of the MOR, is available for this purpose. While the MHR was empirically applied in 2007 to examine geographic variation in ischemic heart disease mortality in Sweden [28], a formal derivation and interpretation of the MHR was first published by Lanke in 2010 as a short appendix written in Historical Methods [29] to quantify the impact of the family-specific frailty in southern Sweden during the period 1766–1895 [30].

The MOR, described by Larsen in the year 2000 in Biometrics [24], only started being applied regularly in the medical and epidemiological research after 2005 when the concept was introduced and its utility demonstrated for an epidemiological audience [25,26]. This highlights the relevance and importance of translational studies such as this one to introduce to an epidemiologic audience methods developed elsewhere. Introducing advanced statistical techniques and concepts like MLRA to everyday epidemiological practice is a relevant task, not only for improving the validity of the epidemiological analysis, but also because statistical ideas may transform the way medical epidemiologists interpret information.

The objective to the current paper was two-fold. First, to introduce the MHR to researchers in epidemiology and biostatistics. Second, to illustrate its utility for measuring the general impact of the hospital context (i.e., general contextual effects) on the hazard of death in patients hospitalized for an AMI in Canada. The paper is structured as follows. In Section 2, we briefly review frailty models for analyzing clustered survival data and define the MHR. In Section 3, we provide a case study in which we illustrate the utility of this metric for assessing the magnitude of the general contextual (i.e., hospital) effects when analyzing survival data. Finally, in Section 4, we summarize our report and place it in the context of the existing literature.

2. The median hazard ratio

In this section we first formally define the MOR. We then define the MHR.

2.1. The median odds ratio

The MOR was defined by Larsen et al. for use with a random effects logistic regression model [24], and was subsequently popularized in the epidemiological literature [25,26]. Assume that the following random effects logistic regression model had been fit:

$$\logit(p_{ij}) = \alpha_0 + \beta X_{ij} + \alpha_j$$

(1)

where, $p_{ij}$ is the probability of the occurrence of the binary outcome for the $i$th subject in the $j$th cluster, $X_{ij}$ denotes a vector of explanatory variables, $\beta$ denotes the vector of associated regression coefficients, and $\alpha_j$ denotes the cluster-specific random effects. The assumption is typically made that the random effects follow a normal distribution: $\alpha_j \sim N(0, \sigma^2)$. For this random effects logistic regression model, the MOR may be calculated as $\text{MOR} = \exp\left(\sqrt{2\sigma^2}\Phi^{-1}(0.75)\right)$, where $\Phi^{-1}$ denotes the inverse of the standard normal cumulative distribution function.
2.2. The median hazard ratio

Lanke, in an appendix [29] to a paper [30] published in the history literature, extended the concept of the MOR for use with survival or time-to-event outcomes when Cox frailty models are fit to account for the clustered nature of the data. We assume a Cox proportional hazards regression model that has incorporated cluster-specific random effects:

\[
\log(h_{ij}(t)) = \log(h_0(t)) + \beta X_{ij} + \alpha_j
\]  

(2)

where \( h_{ij}(t) \) denotes the hazard function for the \( i \)th subject within the \( j \)th cluster, while \( h_0(t) \) denotes the baseline hazard function (i.e., the hazard function for a subject whose covariates are all equal to zero). Furthermore, the vector \( X_{ij} \) denotes a vector of predictor or explanatory variables, while \( \beta \) denotes the vector of associated regression coefficients. The \( \alpha_j \) denotes the cluster-specific random effects. The model can also be written in multiplicative form:

\[
h_{ij}(t) = h_0(t)e^{\beta X_{ij} e^{\alpha_j}}.
\]  

(3)

When using the multiplicative formulation, the term \( e^{\alpha_j} \) is referred to as a frailty term [31,32]. The frailty terms have a multiplicative effect on the hazard function.

Frailty models are described by the distribution of the frailty terms. When the distribution of the random effects is normal, the frailty terms will have a log-normal distribution. We refer to such as a model as a Cox log-normal frailty model. When the distribution of the frailty terms follows a Gamma distribution, we refer to the resultant model as a Cox Gamma frailty model. These are the most common Cox frailty models, and both can be implemented in popular statistical software such as R or SAS (while Stata only permits estimation of the Cox Gamma frailty model).

Lanke demonstrated that when the frailty terms followed a log-normal distribution, then the MHR is evaluated as

\[
MHR = \exp\left(\sqrt{2\sigma^2}\Phi^{-1}(0.75)\right)
\]  

(4)

where \( \sigma^2 \) is the variance of the random effects (i.e., \( \alpha_j \sim N(0, \sigma^2) \)) and \( \Phi^{-1} \) denotes the inverse of the standard normal cumulative distribution function [29]. Thus, in the case of normally distributed random effects, the MHR is evaluated in a method that is identical to that which is used for evaluating the MOR for the logistic-normal hierarchical regression model. The above result arises from the fact that when the random effects follow a normal distribution, then the distribution of \(|\alpha_i - \alpha_j|\) follows a half-normal distribution with variance equal to \( 2\sigma^2 \). The median of this half-normal distribution is given by \( \sqrt{2\sigma^2}\Phi^{-1}(0.75) \).

When the frailty terms follow a Gamma distribution with variance \( \sigma^2 \) (i.e., \( \exp(\alpha_j) \sim \Gamma(\sigma^{-2}, \sigma^2) \), under the convention that \( E[\exp(\alpha_j)] = 1 \)), then the MHR is evaluated as the upper quantile of an \( F(2\sigma^{-2}, 2\sigma^{-2}) \) distribution [30].

R code for computing the MHR and MOR is provided in the appendix.

3. Case study

We provide a case study to illustrate the utility of the MHR for evaluating the hospital GCE on the hazard of death subsequent to hospitalization for AMI. Typically, studies assessing hospital performance in survival after hospitalization for AMI assume that over and above patient characteristics, the hospital context exerts a general, shared effect on all patients at the same hospital. This concept is analogous to the frailty effect in multilevel survival regression. However, as explained in Section 1, this frailty effect cannot be properly assessed by interpreting between-hospital variation only, but rather by a measure that, like the MHR, explicitly operationalizes hospital general contextual effects.

3.1. Data

We used data from the Ontario Myocardial Infarction Database, which contains data on patients hospitalized with an AMI at Ontario hospitals between 1992 and 2013 [33]. For this case study, we used hospital separations (occurring because of patient discharge or of in-hospital death) that occurred in the 12-month period between April 1, 2006 and March 31, 2007. The data have a multilevel structure, with
patients nested within hospitals. The study sample consisted of 17,243 patients treated at 157 hospitals. Due to the study inclusion and exclusion criteria, no patient had more than one hospital discharge during the one-year time frame of the study.

Eleven variables, consisting of the variables in the Ontario AMI Mortality Prediction model (age, sex, congestive heart failure, cardiogenic shock, arrhythmia, pulmonary edema, diabetes mellitus with complications, stroke, acute renal disease, chronic renal disease, and malignancy), were measured on each patient [34]. The one continuous explanatory variables (age) was centered around the sample average.

The outcome for the case study was the time from hospital admission to the occurrence of death due to any cause. Patients were followed for up to one year from the time of hospital admission, and were censored after 365 days of follow-up if they were still alive. Death within one year of hospital admission occurred for 3,758 (21.8%) patients in the sample.

3.2. Statistical analysis

We fit two different Cox frailty models. First, we fit the null model, which included only hospital-specific random effects:

$$\log(h_{ij}(t)) = \log(h_0(t)) + \alpha_j.$$  \(5\)

Second, we fit a frailty model which comprised the 11 variables in the Ontario AMI mortality prediction model and the hospital-specific random effects:

$$\log(h_{ij}(t)) = \log(h_0(t)) + \beta_{\text{patient}}X_{ij} + \alpha_j$$  \(6\)

where the vector \(X_{ij}\) denotes the vector of patient-level characteristics, and \(\beta_{\text{patient}}\) denotes the vector of associated regression coefficients.

We first fit these two models assuming that the distribution of the random effects was normal: \(\alpha_j \sim N(0, \sigma^2)\) (equivalent to assuming that the frailties follow a log-normal distribution). We then fit these two models assuming that the distribution of the frailty terms followed a Gamma distribution: \(\exp(\alpha_j) \sim \Gamma(\theta^{-1}, \theta)\), so that \(E[\exp(\alpha_j)] = 1\) and \(\text{Var}[\exp(\alpha_j)] = \theta\).

For each of the sets of two models, we computed the MHR using the methods described in Section 2. Statistical analyses were conducted using PROC PHREG in SAS (SAS/STAT version 13.1) (Cary, NC) unless otherwise noted (in which case, the stcox function in Stata (version 13.1) (College Station, TX) was used).

3.3. Results

Estimated hazard ratios and associated 95% confidence intervals obtained from the two frailty models are reported in Table I. The estimated hazard ratios and associated 95% confidence intervals were essentially identical between the two frailty models.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Cox log-normal model</th>
<th>Cox Gamma model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (per 10-year increase)</td>
<td>1.85 (1.79,1.91)</td>
<td>1.85 (1.79,1.91)</td>
</tr>
<tr>
<td>Female (vs. male)</td>
<td>0.96 (0.90,1.03)</td>
<td>0.96 (0.90,1.03)</td>
</tr>
<tr>
<td>Congestive heart failure</td>
<td>1.60 (1.49,1.72)</td>
<td>1.60 (1.49,1.71)</td>
</tr>
<tr>
<td>Cerebrovascular disease</td>
<td>1.57 (1.35,1.82)</td>
<td>1.57 (1.35,1.82)</td>
</tr>
<tr>
<td>Pulmonary edema</td>
<td>1.70 (1.26,2.31)</td>
<td>1.70 (1.26,2.31)</td>
</tr>
<tr>
<td>Diabetes with complications</td>
<td>1.27 (1.18,1.37)</td>
<td>1.27 (1.18,1.37)</td>
</tr>
<tr>
<td>Malignancy</td>
<td>2.88 (2.54,3.27)</td>
<td>2.88 (2.54,3.26)</td>
</tr>
<tr>
<td>Chronic renal failure</td>
<td>1.38 (1.25,1.52)</td>
<td>1.38 (1.25,1.52)</td>
</tr>
<tr>
<td>Acute renal failure</td>
<td>1.51 (1.35,1.69)</td>
<td>1.51 (1.35,1.69)</td>
</tr>
<tr>
<td>Cardiogenic shock</td>
<td>6.37 (5.54,7.32)</td>
<td>6.36 (5.53,7.31)</td>
</tr>
<tr>
<td>Cardiac arrhythmia</td>
<td>1.21 (1.12,1.31)</td>
<td>1.21 (1.12,1.31)</td>
</tr>
</tbody>
</table>

Each cell contains the estimated hazard ratio and the associated 95% confidence interval.
For the two log-normal frailty models, the estimated variance of the distribution of the random effects (i.e., the variance of the underlying normal distribution) were 0.06218 (null model) and 0.02391 (model with patient characteristics). The MHR for these two models were 1.27 and 1.16, respectively. For the null model, the estimated standard error of this estimated variance was 0.01360. A modified Wald test which is equal to the estimated variance divided by an estimate of its standard error allows one to test whether the variance is significantly different than zero \([35]\). The modified Wald test statistic for the null model is 4.57, which can be compared to the critical value of 1.64 for a normal one-sided test. Thus, we would reject the null hypothesis of no between-hospital variation with a highly significant \(p\)-value \((P < 0.001)\). For the adjusted model, the estimated standard error of the estimated variance was 0.007666, resulting in a modified Wald test statistic of 3.11. Thus, even after adjustment for patient characteristics, we would reject the null hypothesis of no between-hospital variation in the hazard of death \((P < 0.001)\).

For the two gamma frailty models, the estimated variance of the distribution of the frailty terms (i.e., the variance of the Gamma distribution) were 0.05592 (null model) and 0.02105 (model with patient characteristics). Using a modified Wald test, we rejected the null hypothesis of no between-hospital variation in both the null model and the model that adjusted for patient characteristics \((P < 0.001)\) (the components for computing the Wald test for the gamma frailty models were obtained from models fit using Stata, as SAS does not provide an estimate of the standard error of the estimated variance of the frailty distribution for the gamma frailty model). The MHR for these two models were 1.26 and 1.15, respectively. Thus, when using the gamma frailty model, prior to adjusting for patient characteristics, the median increase in the hazard of mortality when comparing a patient at a hospital with higher mortality to a patient at a hospital with lower mortality was 26%. After accounting for patient characteristics, the median increase in the hazard of mortality when comparing a patient at a hospital with higher mortality to a patient at a hospital with lower mortality was 15%. Comparable interpretations are drawn from the log-normal frailty model.

One can better understand the magnitude of between-hospital variation in mortality by comparing the MHR for the full model with the hazard ratios for the patient-level characteristics. The MHR for the gamma frailty model was 1.15 (the reciprocal of this MHR is \(1/1.15 = 0.87\)). Only one patient-level characteristics (female sex) had a hazard ratio that lay between 0.87 and 1.15. Thus, the median effect of clustering on mortality was less than the effect of 10 of the 11 patient characteristics.

The estimated distributions of the frailty terms are described in Figure 1. The left panel contains the two distributions of the frailty terms under the null models, while the right panel contains the two distributions under the model that adjusted for the 11 patient characteristics. For a given model (null

---

**Figure 1.** Distribution of frailty terms.
vs. adjusted), the choice of distribution had only a marginal effect on the shape of the distribution. The right tail was slightly heavier under the log-normal distribution than under the Gamma distribution. Thus, under the log-normal model, the proportion of hospitals that have a very elevated risk of death compared to the average hospital is higher than under the Gamma model. Through a comparison of the estimated hazard ratios (Table I), the MHRs, and the distribution of the frailty terms (Figure 1), one notes that the choice of frailty distribution had at most a minor impact on the conclusions that would be drawn from the data.

As a sensitivity analysis to examine the effect of duration of follow-up and number of events on the MHR, we repeated the above analyses allowing each patient to be followed for up to five years from the time of hospital admission. In this secondary analysis, 6904 (39.4%) patients died within five years of hospital admission. The MHRs for the models with normally distributed random effects were 1.23 (null model) and 1.15 (model with patient characteristics). The MHRs for the models with the gamma-distributed frailty terms were 1.22 (null model) and 1.14 (model with patient characteristics). These MHRs were qualitatively comparable to those obtained when subjects were followed for one year after hospital admission.

### 3.4. Other measures of dependence

For comparative purposes, we examined other measures of dependence for use with frailty models. These measures provide alternative methods to quantify the effect of clustering. These measures were derived in the context of bivariate survival data (i.e., when the clusters consist of two observed survival times) [36]. However, they can be used in the general setting with multiple survival times observed per cluster. In that case, these measures refer to the bivariate marginal distribution. Closed-form expressions exist for these measures under the Gamma frailty model, but not under the log-normal frailty model.

Kendall’s τ denotes the correlation of subjects’ outcomes within groups [31,32]. A closed-form expression exists for Kendall’s τ under the Gamma frailty model, but not under the log-normal frailty model [31,32]. Under the Gamma frailty model, \( \tau = \frac{\theta_1}{\theta_2} \), where \( \theta \) denotes the variance of the frailty distribution. Under the Gamma frailty model estimated above, \( \tau \) is equal to 0.027 for the null model and 0.010 for the model with patient characteristics. Thus, prior to adjustment for patient characteristics, 2.7% of the variation in survival times is due to variation between hospitals, while after adjustment for these 11 covariates, 1.0% of the variation in survival times is due to variation between hospitals.

Spearman’s correlation coefficient for bivariate survival data can be defined as \( \rho = \frac{1}{12} \int_0^1 \int_0^1 S(u, v) \, du \, dv - 3 \) [36]. Under the Gamma frailty model, this can be evaluated as \( \rho = 3F_2(\theta^{-1} + 1, 1, 1, 2(\theta^{-1} + 1), 2(\theta^{-1} + 1), 1) \), where \( 3F_2 \) is a hypergeometric function defined by \( 3F_2(a, \beta, \gamma, \delta, \varepsilon, x) = \sum_{m=0}^{\infty} \frac{\Gamma(a + m) \Gamma(\beta + m) \Gamma(\gamma + m) \Gamma(\delta) \Gamma(\varepsilon) x^m}{\Gamma(a) \Gamma(\beta) \Gamma(\gamma) \Gamma(\delta + m) \Gamma(\varepsilon + m) m!} \). Under the Gamma frailty model estimated above, Spearman’s correlation coefficient is 1.014 for the null model and 1.005 for the model with patient characteristics.

Median concordance is the concordance of a single observation \( (T_1, T_2) \) in relation to a fixed point \( (\text{Median}(T_1), \text{Median}(T_2)) \). It is defined by \( \kappa = \text{E} \text{sign} \left\{ (T_1 - \text{median}(T_1))(T_2 - \text{median}(T_2)) \right\} \) [36]. Under the Gamma frailty model, it can be evaluated as \( \kappa = 4 \left( 2^{1+\theta^{-1}} - 1 \right)^{-\theta^{-1}} - 1 \). Under the Gamma frailty model estimated above, median concordance was 0.026 for the null model and 0.010 for the model with patient characteristics.

Using each of these measures of dependence, one would conclude that the magnitude of the effect of clustering was weak to modest, both before and after adjustment for patient characteristics. However, unlike the MHR, each of these measures lacks the ability to compare the magnitude of the contextual effect to that of the effects of individual patient characteristics. Furthermore, closed-form expressions for these dependence measures exist for the Gamma frailty model, but not the log-normal frailty model. In contrast to this, the MHR can be evaluated for both of these families of frailty models.
4. Discussion

The objective of the current paper was to introduce researchers in epidemiology and medical research to the concept of the MHR for use with multilevel analysis of clustered survival data. The MHR allows one to quantify the magnitude of the general contextual effects (i.e., the ‘frailty’) on the hazard of the occurrence of the outcome on the hazard ratio scale. Furthermore, it also permits a comparison of the magnitude of this general contextual effect with that of model covariates.

After an empirical application of the MHR in epidemiology in 2007 [28] and its subsequent formal mathematic derivation in 2010 in the history literature [29], only two papers have applied the MHR in the peer-reviewed literature (Source: Science Citation Index, April 28, 2016). The first used the MHR to quantify the family effect on infant and child mortality in Sweden during the period 1766–1895 [30] and the second examined the effect of the mother on fertility in a nineteenth century alpine village [38]. Therefore, despite the frequency with which multilevel survival or time-to-event outcomes occur in the medical, epidemiological, and health services research literature, investigators in these fields appear to be unaware of the MHR. The purpose of our brief article was to introduce researchers in these fields to the existence and utility of the MHR.

In our case study, we used the MHR to quantify the magnitude of the effect of clustering within hospitals, that is the ‘frailty’ or general contextual effect, on the hazard of mortality subsequent to hospitalization for an AMI. We found that the MHR for the gamma frailty model that contained 11 patient characteristics was 1.15, indicating that, for 50% of possible pair-wise comparisons, the hazard of death for a reference patient was less than 15% greater when comparing a hospital with higher mortality to a hospital with lower mortality. Furthermore, the MHR, which measures the median effect of ‘frailty’ on the hazard ratio scale, was smaller in magnitude than the hazard ratios for 10 of the 11 patient characteristics. Reporting the MHR complements the reporting of the variance of the frailty distribution (and possibly a plot of the density function of the frailty distribution). The MHR provides a characterization of the magnitude of the effect of clustering that would not have been possible had we simply reported the variances of the frailty distributions. From a description of the frailty distribution on its own, it is difficult to summarize the effect of context on the hazard of outcomes. In contrast to this, the MHR provides a summary measure of the contextual effect on the hazard of outcome.

In conclusion, the MHR allows one to determine the median relative change in the hazard of the outcome between a subject in a cluster at a higher risk for the outcome and an identical subject in a cluster at a lower risk for the outcome. Such a measure permits for an intuitive description of the magnitude of the impact of the hospital ‘frailty’ or general contextual effects when analyzing clustered survival data.

Appendix: R code for computing the MOR and MHR

```r
# We assume that the appropriate multilevel logistic regression model or multilevel
# survival regression model has been fit in the user’s statistical software package of
# choice (e.g. R, SAS, or Stata).

# MOR: for use with the multilevel logistic regression model and
# MHR: for use with the Cox log-normal frailty model.
# Let var.re denote the estimate variance of the random effects.

sd.re <- sqrt(var.re)  # The standard deviation of the distribution of the random effects. The random effects
# follow a normal distribution.

MOR <- exp(sd.re * qnorm(0.75) * sqrt(2))  # The MOR for a Cox Gamma frailty model.
MHR <- exp(sd.re * qnorm(0.75) * sqrt(2))  # The MHR for a Cox Gamma frailty model.

# Let var.frailty denote the estimated variance of the frailty terms (which follow
# a Gamma distribution).

df.F <- 2/var.frailty
MHR <- qf(0.75, df.F, df.F)  # The MHR for a Cox Gamma frailty model.
```
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