Carnegie Mellon University

From the SelectedWorks of Ole J Mengshoel

May, 2018

Interpretable Categorization of Heterogeneous Time Series Data

Ritchie Lee
Mykel J Kochenderfer
Ole J Mengshoel
Joshua Silberman

Available at: https://works.bepress.com/ole_mengshoel/74/
Interpretable Categorization of Heterogeneous Time Series Data

Ritchie Lee∗ Mykel J. Kochenderfer† Ole J. Mengshoel‡ Joshua Silbermann§

Abstract
Understanding heterogeneous multivariate time series data is important in many applications ranging from smart homes to aviation. Learning models of heterogeneous multivariate time series that are also human-interpretable is challenging and not adequately addressed by the existing literature. We propose grammar-based decision trees (GBDTs) and an algorithm for learning them. GBDTs extend decision trees with a grammar framework. Logical expressions derived from a context-free grammar are used for branching in place of simple thresholds on attributes. The added expressivity enables support for a wide range of data types while retaining the interpretability of decision trees. In particular, when a grammar based on temporal logic is used, we show that GBDTs can be used for the interpretable classification of high-dimensional and heterogeneous time series data. Furthermore, we show how GBDTs can also be used for categorization, which is a combination of clustering and generating interpretable explanations for each cluster. We apply GBDTs to analyze the classic Australian Sign Language dataset as well as data on near mid-air collisions (NMACs). The NMAC data comes from aircraft simulations used in the development of the next-generation Airborne Collision Avoidance System (ACAS X).

1 Introduction.
Heterogeneous multivariate time series data arises in many applications including driverless cars, smart homes, robotic servants, and aviation. Understanding these datasets is important for designing better systems, validating safety, and analyzing failures. However, knowledge discovery in heterogeneous multivariate time series datasets is very challenging because it typically requires two major data mining problems to be addressed simultaneously. The first problem is how to handle multivariate heterogeneous time series data, where the variables are a mix of numeric, Boolean, and categorical types. The second problem is the need for interpretability. That is, humans must be able to understand and reason about the information captured by the model. While these problems have been explored separately in the literature, we are not aware of any methods that address both interpretability and heterogeneous multivariate time series datasets together.

Rule-based methods such as decision trees [1] and decision lists [22] are very intuitive because they use symbolic rules for decision boundaries. However, they do not support time series data. Motif discovery methods, such as shapelet [29] and subsequence [25] discovery, find recurring patterns in sequential data. These methods are less interpretable than rule-based methods as they report prototypes of patterns rather than state relationships. These methods have also not been applied to heterogeneous multivariate time series data. On the other hand, models that support heterogeneous multivariate time series, such as recurrent neural networks [6], are not interpretable.

To simultaneously address the problems of interpretability and heterogeneous time series data, we increase the expressiveness of decision trees by allowing decision rules to be any logical expression. Traditional decision trees partition the input space using simple thresholds on attributes, such as \((x_1 < 2)\) [4]. However, these partitioning rules have limited expressiveness and cannot be used to express more complex logical relationships, such as those between heterogeneous attributes or across time. Allowing more expressive rules in the decision tree increases its modeling capability while retaining interpretability. In the past, first order logic rules have been used in decision trees [3]. We generalize this idea and allow any logical language that can be specified using a context-free grammar. In particular, we show that decision trees combined with temporal logic can be very effective as an interpretable model for heterogeneous multivariate time series data. Temporal logic, combined with other methods, have been applied to heterogeneous time series data in aviation [24].

The key contributions of this paper are:
• a grammar-based decision tree (GBDT) framework that combines decision trees with a grammar;
• a training algorithm for GBDT that leverages existing grammar-based expression search (GBES) algorithms, such as genetic programming (GP) [11] and grammatical evolution (GE) [19];
• an alternative view of the GBDT model as cate-
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orization, which is the combination of clustering data into similar groups and providing explanations for them; and
- experiments with GBDTs and temporal logic on two datasets, showing that GBDTs learn reasonable explanations while producing competitive classification performance compared to baselines.

2 Related Work.

2.1 Interpretable Models. A variety of interpretable models for static data have been proposed in the literature. Regression models [23], generalized additive models [15], and Bayesian case models [8] have been recently proposed as models with interpretability. These models aid interpretability by stating decision boundaries in terms of basis functions or representative instances (prototypes). Bayesian networks have also been used for prediction and data understanding [2]. Our approach aims to achieve better interpretability by representing decision boundaries symbolically using (temporal) logic rules rather than in terms of basis functions, examples, or statistical weights.

Rule-based models, such as decision trees [4], decision lists [22], and decision sets [12], are easy to understand because their decision boundaries are stated in terms of input attributes and simple logical operators. These methods provide good interpretability, but do not capture the temporal aspect of time series data.

2.2 Time Series Models. Time series analysis has focused on dynamic time warping, hidden Markov models, dictionary-based approaches, and recurrent neural networks [7] [11] [6]. Shapelets [29] and subsequence search [25] have been proposed for univariate time series classification. These approaches search for simple patterns that are most correlated with the class label. Interpretability comes from identifying a prototype of a recurring subsequence pattern. Implication rules [20] and simple logical combinations of shapelets [18] have been proposed to extend the shapelets approach. Learning prototypes or statistical weights are not as interpretable as symbolic rules.

2.3 Grammars and Decision Trees. The combination of decision trees and grammars has been proposed in the past [28] [17]. These prior works use a grammar to optimize traditional decision trees as a whole where the splits are simple thresholds over individual attributes. The resulting tree is a traditional decision tree. In contrast, GBDT uses a grammar to optimize node splits and the resulting decision tree contains a (temporal) logic rule at each node split. This distinction is important because the added expressivity of the logical expressions is what allows support for multivariate heterogeneous time series datasets.

3 Preliminaries.

3.1 Notation. A multi-dimensional time series dataset $D$ consists of $m$ record-label pairs $((r_1, l_1), (r_2, l_2), \ldots (r_m, l_m))$, where a record $r$ is a two-dimensional matrix of $n$ attributes by $T$ time steps and a label $l$ is its discrete class label. A trace $\bar{x}_i$ is the $i$th row of a record and represents the time series of that attribute. Logical and comparison operators are given broadcast semantics where appropriate. For example, the comparison operator in $\bar{x}_i < c$ compares each element of $\bar{x}_i$ to $c$ and returns a vector of the same size as $\bar{x}_i$. Similarly, the logical operator in $\bar{x}_i \land \bar{x}_j$ operates elementwise. The temporal operators $F$ and $G$ are eventually and globally, respectively. Eventually returns true if any value in the argument vector is true. Globally returns true if all values in the argument vector are true.

3.2 Context-Free Grammar. A context-free grammar (CFG) defines a set of rules that govern how to form expressions in a formal language, such as linear temporal logic (LTL) [5]. The grammar defines the syntax of the language and provides a means to generate valid expressions. A CFG $G$ is defined by a 4-tuple $(N, \mathcal{T}, \mathcal{P}, S)$, where $N$ is a set of non-terminals; $\mathcal{T}$ is a set of terminals; $\mathcal{P}$ is a set of production rules, which are rules governing the substitution of non-terminals; and $S$ is the special start symbol that begins a derivation. The derivation is commonly represented as a tree structure called a derivation tree. We assume that the semantics of the symbols in the grammar are defined.

3.3 Grammar-Based Expression Search. Grammar-based expression search (GBES) is the problem of finding an expression $e^*$ from a grammar that minimizes a given fitness function $f(e)$, i.e., $e^* = \arg \min_e f(e)$ [16]. The formulation is extremely general due to the flexibility and expressiveness of grammars and the arbitrary choice of fitness function. We describe three existing GBES algorithms as follows.

Monte Carlo. Monte Carlo generates expressions by repeatedly selecting non-terminals in the partial expression and applying a production rule chosen uniformly at random amongst possible rules. When no non-terminals remain, the fitness of the generated expression is evaluated and the expression with the best fitness is reported. A maximum depth is typically used to ensure that the process terminates.

Grammatical Evolution. Grammatical evolution (GE) [19] is an evolutionary algorithm that is
based on a sequential representation of the derivation tree. Specifically, GE defines a transformation from a variable-length integer array to a sequence of rule selections in a CFG. Then it uses a standard genetic algorithm (GA) to search over integer arrays. We use one-point crossover and uniform mutation.  

**Genetic Programming.** Genetic programming (GP) is an evolutionary algorithm for optimizing trees. Genetic operators are defined specifically for trees and thus do not require any transformations of the derivation tree. Our implementation uses a crossover operator that exchanges compatible subtrees between two individuals and a mutation operator that replaces entire subtrees with randomly-generated ones. We use tournament selection for selecting individuals.

### 4 Grammar-Based Decision Trees.

Grammar-based decision trees (GBDTs) extend decision trees with a grammar framework to allow general logical expressions to be used as the branching rules in a decision tree. The domain of the logical expressions is constrained using a context-free grammar (CFG). In this paper, we consider grammars based on temporal logic for the classification of heterogeneous multivariate time series data. The grammar can be easily adapted to the characteristics of the data or the application.

#### 4.1 Model.

GBDT is a binary decision tree where each non-leaf node contains a logical expression. Each branch from a non-leaf node is associated with a possible outcome of the logical expression at that node. Leaf nodes are associated with a particular class label for prediction. We use the following notation: A GBDT tree \( T \) is either a leaf with class \( l \), which we denote by \( T = \text{LEAF}(l) \); or it is an internal node with expression \( e \in G \), true branch \( T^+ \), and false branch \( T^- \), which we denote by \( T = \text{INODE}(e, T^+, T^-) \).

**Prediction.** As in a traditional decision tree, prediction is performed in a top-down fashion starting at the root. At each node, the logical expression is evaluated on the record and the result dictates which branch is followed. The process continues recursively until a leaf node is reached where the class label at the leaf node is used for prediction.

**Categorization.** While decision trees are traditionally used for classification, they can also be used for categorization, which is the combined task of clustering and explaining data. A categorization of the data can be extracted from a GBDT by considering each leaf node of the tree to be a separate category. The description of the category is then the conjunction of all branch expressions between the root and the leaf node of interest. The members of the cluster are the records where the cluster’s description holds true. Since partitions are mutually exclusive, the clusters do not overlap.

**Example.** Figure 1 shows an example of a GBDT with an accompanying CFG expressed in Backus-Naur Form (BNF). The CFG describes a simple temporal logic. It assumes that the data has four attributes \( \vec{x}_1, \vec{x}_2, \vec{x}_3, \vec{x}_4 \), where the attributes \( \vec{x}_1 \) and \( \vec{x}_2 \) are Boolean vectors and \( \vec{x}_3 \) and \( \vec{x}_4 \) are vectors of real numbers. The grammar contains two types of rules. **Expression rules,** such as \( \text{EV} ::= \text{F(VB)} \), contain partially-formed expressions that contain terminal and non-terminal symbols. Non-terminal symbols are substituted further using the appropriate production rules. **Or Rules,** such as \( \text{B ::= EV | GL} \), contain the symbol |, which delineates the different possible substitutions.

Each non-leaf node of the GBDT contains a logical expression derived from the grammar. The expression dictates which branch should be followed. Leaf nodes show the predicted class label. In Figure 1a, a data record where \( F(\vec{x}_1 \land \vec{x}_2) \) is true and \( G(\vec{x}_3 < 5) \) is false would be predicted to have class label 2. We also label each leaf node with a unique cluster number. For example, the rightmost leaf node in Figure 1a is labeled as cluster 4. The overall expression that describes cluster 4 is \( \neg F(\vec{x}_1 \land \vec{x}_2) \land \neg F(\vec{x}_1 \land (\vec{x}_3 < 2)) \).

![Figure 1: Grammar-based decision tree example.](image)
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to produce a Boolean vector. Then, the result is combined elementwise via conjunction with $\vec{x}_1$ to produce another Boolean vector. Finally, the temporal operator $F$ collapses the Boolean vector to a single Boolean output. The constants in the grammar can be preselected based on discretizing over the range of each real-valued attribute in the dataset. Alternatively, some grammar-based expression search (GBES) algorithms, such as Monte Carlo and genetic programming, also support drawing random values during search [11].

For simplicity, the example in Figure 1 included only a small number of operators. The grammar can be readily extended to include other operators including disjunct $\vee$, greater than $>$, equals $=$, where equality is important for categorical attributes, and even arbitrary user-defined functions. Depending on the application, a generic temporal logic grammar can be used (as we have done with the Auslan dataset) or the grammar can be tailored to the application (as we have done with the ACAS X dataset). This paper considers very simple temporal operators that operate over the entire time series. More sophisticated temporal logics, such as metric temporal logic (MTL) [10], can be used with GBDT to discover more intricate patterns in the data.

4.3 Natural Language Descriptions. Logical expressions can sometimes be dense and hard to parse. In many cases, we can improve interpretability by providing natural language descriptions of the expressions. One method to automatically translate expressions into English sentences is to map expression rules and terminal symbols in the CFG to corresponding sentence fragments and then use the structure of the expression’s derivation tree to assemble the fragments. Figure 2 shows an example mapping that could be used with the grammar in Figure 1.

$$\begin{align*}
F(VB) & := \text{“at some point, } VB\text{”} \\
G(VB) & := \text{“for all time, } VB\text{”} \\
VB \land VB & := \text{“VB and } VB\text{”} \\
VR < C & := \text{“VR is less than } C\text{”} \\
\vec{x}_1 & := \text{“advisory is active”} \\
\vec{x}_2 & := \text{“pilot is responding”} \\
\vec{x}_3 & := \text{“vertical rate”} \\
\vec{x}_4 & := \text{“airspeed”}
\end{align*}$$

Figure 2: Natural language map example.

Applying the mapping in Figure 2, the decision rules in Figure 1 become the following natural language descriptions: $F(\vec{x}_1 \land \vec{x}_2)$ is translated to “at some point, [advisory is active] and [pilot is responding]”; $G(\vec{x}_3 < 5)$ is translated to “for all time, [vertical rate] is less than 5”; and $F(\vec{x}_1 \land (\vec{x}_3 < 2))$ is translated to “at some point, [advisory is active] and [vertical rate] is less than 2”.

5 Induction of GBDTs.

Induction of a GBDT is performed top-down as in traditional decision tree learning. However, there is a difference in our use of GBES as a subroutine to find the best partition expression. The induction algorithm begins with a single (root) node containing the entire dataset. GBES is then used to search a CFG for the partitioning expression that yields the best fitness. The expression is evaluated on each record and the dataset is partitioned into two child nodes according to the results of the evaluation. The process is applied recursively to each child until all data records at the node are either correctly classified or a maximum tree depth is reached. The mode of the training labels is used for class label prediction at a leaf node. The GBDT induction algorithm is shown in Algorithm 1.

Algorithm 1 Grammar-Based Decision Tree Induction

1: $\triangleright$ Inputs: CFG $G$, Fitness Function $f$, Dataset $D$, Depth $d$
2: function GBDT($G, f, D, d$)
3: \hspace{1em} $R \leftarrow$ SPLIT($G, f, D, d$)
4: \hspace{1em} return Tree($R$)
5: function SPLIT($G, f, D, d$)
6: \hspace{2em} if IsHomogeneous(LABELS($D$)) or $d = 0$ then
7: \hspace{3em} return Leaf(MODE(LABELS($D$)))
8: \hspace{2em} $\hat{e}^* \leftarrow$ GBES($G, f, D$)
9: \hspace{2em} ($D^+, D^-$) $\leftarrow$ SPLITDATA($D, \hat{e}^*$)
10: \hspace{2em} child$^+$ $\leftarrow$ SPLIT($G, f, D^+, d - 1$)
11: \hspace{2em} child$^-$ $\leftarrow$ SPLIT($G, f, D^-, d - 1$)
12: \hspace{2em} return INode($\hat{e}^*, \text{child}^+, \text{child}^-$)

In Algorithm 1, GBDT (line 3) is the main entry point to the induction algorithm. It returns a Tree object containing the root node of the induced decision tree. SPLIT (line 6) attempts to partition the data into two parts. It first tests whether the terminal conditions are met and if so returns a LEAF object that predicts the mode of the labels. The partitioning terminates if the maximum depth has been reached or if all class labels are the same, which is tested by the IsHomogeneous function (line 7). The GBES function (line 9) uses GBES to search for the expression that minimizes the fitness function $f(e)$, i.e., $e^* = \arg\min_e f(e)$. SPLITDATA (lines 12-13) evaluates the expression on each record and partitions the data into two parts according to whether the expression holds. Then, SPLIT (lines 12-13) is called recursively on each part. SPLIT returns an INode object containing the decision expression and the children of the node.
5.1 Fitness Function. In GBES (line 9), we evaluate the desirability, or fitness, of an expression according to two competing objectives. On the one hand, we want expressions that partition the data so that the resulting leaf nodes have the same ground truth class labels. Splits that induce high homogeneity tend to produce shallower trees and thus shorter global expressions at leaf nodes. They also produce classifiers with better predictive accuracy when the maximum tree depth is limited. To quantify homogeneity, we use the Gini impurity metric following the classification and regression tree (CART) framework [4]. On the other hand, we want to encourage interpretability by minimizing the length and complexity of expressions. Shorter and simpler expressions are generally easier to interpret. We use the number of nodes in the derivation tree as a proxy for the complexity of an expression \( e \). The two objectives are combined linearly into a single (minimizing) fitness function given by

\[
f(e) = w_1 I_G + w_2 N_e
\]

where \( f \) is the fitness function, \( w_1 \in \mathbb{R} \) and \( w_2 \in \mathbb{R} \) are weights, and \( N_e \) is the number of nodes in the derivation tree of \( e \). The total Gini impurity, \( I_G \), is the sum of the Gini impurity of each partition that results from splitting the data using expression \( e \). It is given by

\[
I_G = \sum_{L \in \{L^+, L^-\}} \sum_{b \in B} f_b^L (1 - f_b^L)
\]

where \( f_b^L \) is the fraction of labels in \( L \) that are equal to \( b \); \( L^+ \) are the labels of the records on which \( e \) evaluates to true, i.e., \( L^+ = \{ l \mid \text{Evaluate}(e, r, (r, l) \in D) \} \); \( L^- \) are the labels of the records on which \( e \) evaluates to false, i.e., \( L^- = \{ l \mid \neg \text{Evaluate}(e, r, (r, l) \in D) \} \); and \( B = \{ \text{True}, \text{False} \} \). We use square brackets with set construction syntax to indicate that \( L^+ \) and \( L^- \) are vectors and can have duplicate elements.

5.2 Computational Complexity. The most computationally expensive part of GBDT training is evaluating the fitness of an expression since it involves visiting each record in the dataset and then computing statistics. GBES also requires a large number of expression evaluations to optimize the decision expression at each decision node. The deeper the tree, the more nodes need to be optimized. However, as the tree gets deeper, the nodes operate on increasingly smaller fractions of the dataset. In fact, while the number of nodes grows exponentially with tree depth, the number of records that must be evaluated at each level remains constant (the size of the dataset). Overall, the computational complexity of GBDT induction is \( O(m \cdot N_{GBES} \cdot d) \), where \( m \) is the number of records in the dataset, \( N_{GBES} \) is the number of logical expressions evaluated in each GBES, and \( d \) is the depth of the decision tree.

6 Experiments.
We evaluate GBDTs on the Australian Sign Language dataset and data from an aircraft encounter simulator. Both experiments use the same metrics and baselines.

Metrics. For classification performance, we report the accuracy, precision, recall, and F1 scores. We use ‘macro’ averaging, which calculates the mean of the binary metrics, giving equal weight to each class. For interpretability, we report the average number of terminals in each rule of the decision tree. For example, \( F(x_1 \land x_2) \) has four terminals: \( F, x_1, \land, \text{and } x_2 \). Rules containing fewer terminals are considered easier to interpret. A trial is a run of an experiment initialized with a unique random seed and train-test split. We perform random trials using stratified randomly-sampled 70/30 train-test splits of the data and report the metric’s mean over the trials on the testing set.

Baselines. We compare our algorithm against decision tree, random forest, and Gaussian naive Bayes classifiers from Scikit-Learn [20]. Random forest and Gaussian naive Bayes models have low interpretability. We preprocess the data before applying the baseline algorithms as follows: z-score normalize each real-valued attribute; convert Boolean attributes to \([-1,0,1]\]; zero-pad so that all records have the same length in the time dimension; and reshape the time series data (size \( m \times n \times T \)) into non-time series data (size \( m \times nT \)) by concatenating time slices. GBDT can directly handle heterogeneous multivariate time series data of varying length and thus does not require this preprocessing.

6.1 Australian Sign Language. We analyze the classic Australian Sign Language (“Auslan”) dataset from the UC Irvine (UCI) repository [14][7]. The data originates from participants wearing instrumented gloves while signing specific words in Australian sign language. The dataset is a multivariate time series of varying episode length containing 22 continuous attributes, 95 words with 27 examples each. We extract eight words (classes) from the dataset: hello, please, yes, no, right, wrong, same, different.

Grammar. We use a generic temporal logic grammar that includes all attributes and the following operators: \( F, G, \quad \rightarrow, \quad \neg, \quad \lor, \quad \land, \quad =, \quad <, \quad \leq, \quad >, \quad \geq \). Since attributes may have different ranges, constant values used in comparison operators must be specialized to each attribute. To address this issue, we consider the range of each attribute in the dataset and uniformly discretize it into 10 points. Attributes are compared with their
corresponding set of discretized values. The data itself is not being discretized. Discretization is only used to generate the threshold constants in the grammar.

6.1.1 Results. We performed 20 random trials for each algorithm and report the mean results in Table 1. GBDT, decision tree, and random forest models were each algorithm and report the mean results in Table 1. GBDT-GP performed the best overall in both terms of classification and interpretability metrics. Decision tree performed poorly on this dataset because key characteristics of the attributes may be shifted in time due to variations in the speed of signing. Random forest can partially overcome this issue by using a larger number of trees. The temporal logic rules in GBDT can more effectively capture the underlying temporal properties of the data.

The strength of GBDT lies in its ability to categorize and explain data. GBDT not only provides interpretable expressions about the data’s distinguishing properties but also a hierarchical organization of the properties. Figure 3 shows the resulting GBDT from the best-performing trial. We compare the learned model to the videos of the signed words to intuitively verify correctness. At the root node, GBDT partitions same and different from the other words identifying the fully bent left pinky as the distinguishing property. Subsequently, different is distinguished from same by looking at whether the right palm is ever facing upwards. Of the remaining words, hello is isolated using the fully straight middle finger and then wrong is identified using the straight right pinky. The remaining four words are grouped right with yes and please with no using the yaw position of the right hand. The word yes is distinguished from right by the bent right thumb. Lastly, no is distinguished from please using the combined property on right forefinger bend, right yaw angle, and x-position of the right hand.

6.2 Collision Avoidance Application. Airborne collision avoidance systems are mandated worldwide on all large transport and cargo aircraft to help prevent mid-air collisions. They monitor the airspace around an aircraft and issue alerts, called resolution advisories (RAs), if a conflict is detected. An RA recommends a safety action to the pilot, for example, instructing the pilot to climb at 1500 feet per minute. To address the growing needs of the national airspace, the Federal Aviation Administration (FAA) is currently developing and testing a new aircraft collision avoidance system, called the next-generation Airborne Collision Avoidance System (ACAS X). ACAS X promises a number of improvements over current systems including a reduction in collision risk while simultaneously reducing the number of unnecessary alerts [9].

One of the primary safety metrics of airborne collision avoidance systems is the likelihood of near-mid-air collision (NMAC), defined as two aircraft coming closer than 500 feet horizontally and 100 feet vertically. Efficient algorithms have been developed to generate large datasets of NMAC and non-NMAC instances in simulation [13]. However, while it is straightforward to observe that an NMAC has occurred, discovering and categorizing relevant properties of NMACs is challenging.

We apply GBDT to analyze simulated aircraft encounters to discover the most predictive properties of NMACs and categorize encounters accordingly. The results of our study are used to help the ACAS X development team better understand the NMACs for validating safety and informing development.

Dataset. We analyze a dataset that contains simulated two-aircraft mid-air encounters [13]. The dataset contains 10,000 encounters with 863 NMACs and 9,137 non-NMACs. The class imbalance is due to the rarity of NMACs and the difficulty in generating NMAC encounters. Each encounter has 77 attributes collected at 1 Hz for 50 time steps. The attributes include numeric, categorical, and Boolean types representing the state of the aircraft, pilot commands, and the state and output of the collision avoidance system for each aircraft. The data was generated during the stress testing of ACAS X prototype version 0.9.8.

Grammar. We craft a custom CFG for the

https://www.youtube.com/watch?v=_5NbYyU1clU
Table 1: Algorithm performance metrics on Auslan dataset. Best value for each metric is in bold.

<table>
<thead>
<tr>
<th></th>
<th>GBDT-MC</th>
<th>GBDT-GE</th>
<th>GBDT-GP</th>
<th>Decision Tree</th>
<th>Random Forest</th>
<th>Gaussian NB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>0.9840</td>
<td>0.9847</td>
<td>0.9868</td>
<td>0.7585</td>
<td>0.9838</td>
<td>0.6862</td>
</tr>
<tr>
<td>F1-Score</td>
<td>0.9840</td>
<td>0.9845</td>
<td>0.9867</td>
<td>0.7085</td>
<td>0.9838</td>
<td>0.6674</td>
</tr>
<tr>
<td>Precision</td>
<td>0.9857</td>
<td>0.9872</td>
<td>0.9884</td>
<td>0.6869</td>
<td>0.9851</td>
<td>0.7025</td>
</tr>
<tr>
<td>Recall</td>
<td>0.9840</td>
<td>0.9847</td>
<td>0.9868</td>
<td>0.7672</td>
<td>0.9841</td>
<td>0.6867</td>
</tr>
<tr>
<td>Avg. Terminals</td>
<td>3.70</td>
<td>3.74</td>
<td>3.59</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

ACAS X dataset, building on the one presented in Figure 1. We include temporal logic operators eventually F and globally G; elementwise logical operators conjunct ∧, disjunct ∨, negation ¬, and implies ⇒; comparison operators less than <, less than or equal to ≤, greater than >, greater than or equal to ≥, and equal =; mathematical functions absolute value |x|, difference −, and sign sign; and count count (which returns the number of true values in a Boolean vector).

In addition to dividing the attributes by data type, the ACAS X grammar further subdivides the attributes by their physical representations. This enables comparison of attributes with constant values that have appropriate scale and resolution. For example, even though aircraft heading and vertical rate are both real-valued, aircraft heading should be compared to values between −180° and 180°, whereas vertical rate should be compared to values between −80 and 80 feet per second.

6.2.1 Results. We performed 20 random trials for each algorithm and report the mean results in Table 2. GBDT, decision tree, and random forest were trained to a maximum depth $d = 4$. Random forest used 64 trees. GBDT-GP again performed the best overall. The temporal logic rules in GBDT are able to more effectively capture the underlying patterns and are robust to temporal variations. Random forest performed very poorly at predicting NMAC. The reason is that random forest randomly subsamples attributes, which works poorly when there are many attributes but only a small subset of attributes are predictive.

Figure 4 shows a visual overview of a categorization from one of the resulting trees. The figure shows plots of altitude versus time, which, while cannot fully capture the high-dimensionality of the encounter data, is generally most informative since ACAS X issues RAs only in the vertical direction. Since we are mainly interested in categorizing NMACs, we consider only the six NMAC categories out of the 16 total categories produced by the tree. Figure 4 shows the first five encounters for each of the six NMAC categories, where each row is a separate category. The categories are labeled in ascending order starting at category 1 at the top row. The first row has only two plots because category 1 only contained two encounters. We describe categories 1, 5, and 6 as follows.

Category 1. In this category, the two aircraft maintain altitude separation for most of the encounter, then one aircraft accelerates rapidly toward the other aircraft as they approach. The aggressive maneuvering causes vertical separation to be lost rapidly and an NMAC results. Figure 5a shows the spike in climb rate at 34 seconds, only 5 seconds before NMAC. The large spike in vertical rate near NMAC is characteristic of encounters in this category.

Aggressive last-minute maneuvering is known to be problematic. With the pilot’s five-second response time, there is insufficient time remaining for the collision avoidance system to resolve the conflict. It is unlikely that any reasonable collision avoidance system would be able to resolve such NMACs. Fortunately, these encounters are extremely rare outside of simulation since pilots do not typically maneuver so aggressively in operations.

Category 5. In these encounters, the aircraft cross in altitude early in the encounter without active advisories, then maneuver back toward each other to cause an NMAC. Since the aircraft are predicted to cross...
safely and appear to vertically diverge following the crossing, the collision avoidance system withholds an RA to allow the encounter to resolve naturally and reduce the number of unnecessary alerts. However, after crossing, the aircraft change course and maneuver toward each other, which results in an NMAC. Because the aircraft are already close in altitude, the vertical maneuvering in these encounters is less aggressive than those in previous categories. Due to the late maneuvering and the pilot response delay, pilot 2 does not start to comply with the issued RA until within five seconds of NMAC. Figure 5b shows the vertical profile of an encounter in this category where the aircraft cross in altitude at 19 seconds and then maneuver to NMAC at 38 seconds.

Category 6. In these encounters, the aircraft receive initial RAs at different times and the aircraft cross in altitude during the pilot response delay of the first RA. As the pilots start responding to their advisories, the maneuvers actually result in bringing them closer together rather than further apart. A late revision to the advisory is issued. However, the encounter ultimately results in an NMAC. Figure 5c shows the vertical profile of an encounter in this category where the aircraft cross in altitude at 19 seconds and then maneuver to NMAC at 38 seconds.

Issuing advisories can be tricky in cases where the aircraft are approximately co-altitude due to uncertainties in the aircraft’s estimated positions and future intentions. In these encounters, the problem arises as one aircraft maneuvers to cross in altitude immediately after an initial RA is issued to the other aircraft. Operationally, this is a rare case as the positions of the aircraft and the timing of the maneuver need to coincide.

7 Conclusions.

This paper introduced GBDT, a framework that combines decision trees and grammar-based expression search for interpretable classification and categorization. GBDT addresses the need for interpretable models that can support heterogeneous multivariate time series data. We validated our approach on the classic Australian Sign Language dataset from UCI and a dataset from the flight logs of an aircraft encounter simulator. GBDTs performed well on both classification and interpretability metrics and produced highly-interpretable categorizations of the data. The results of the study were used to inform the development of ACAS X.
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Table 2: Algorithm performance metrics on ACAS X dataset. Best value for each metric is in bold.

<table>
<thead>
<tr>
<th></th>
<th>GBDT-MC</th>
<th>GBDT-GE</th>
<th>GBDT-GP</th>
<th>Decision Tree</th>
<th>Random Forest</th>
<th>Gaussian NB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>0.9577</td>
<td>0.9583</td>
<td>0.9587</td>
<td>0.9378</td>
<td>0.9251</td>
<td>0.8705</td>
</tr>
<tr>
<td>F1-Score</td>
<td>0.8765</td>
<td>0.8768</td>
<td>0.8779</td>
<td>0.8038</td>
<td>0.6130</td>
<td>0.7126</td>
</tr>
<tr>
<td>Precision</td>
<td>0.8505</td>
<td>0.8546</td>
<td>0.8553</td>
<td>0.8025</td>
<td>0.8961</td>
<td>0.6799</td>
</tr>
<tr>
<td>Recall</td>
<td>0.9102</td>
<td>0.9050</td>
<td>0.9053</td>
<td>0.8083</td>
<td>0.5778</td>
<td>0.8187</td>
</tr>
<tr>
<td>Avg. Terminals</td>
<td>5.54</td>
<td>5.56</td>
<td>5.38</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>
and end of a plot. An asterisk marker indicates that the pilot is following an RA while a dash marker indicates

(a) Category 1: Vertical maneuvering just before NMAC.
(b) Category 5: Maneuvering following altitude crossing.
(c) Category 6: Altitude crossing during pilot response delay.

Figure 5: NMAC examples. Textual labels indicate issued RAs. Aircraft numbers are labeled at the beginning and end of a plot. An asterisk marker indicates that the pilot is following an RA while a dash marker indicates a pilot response delay. Blue marker indicates no RA. Other colors indicate an active RA.