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ABSTRACT
A bike sharing system deploys bicycles at many open docking stations and makes them available to the public for shared use. These bikes can be checked-in and checked-out at any of the docking stations. Predicting daily visits is important for service providers to optimize bike allocation and station maintenance. In this paper, we formulate this prediction problem as a regression task. Through data analysis, we develop several features that are very helpful in predictions. Moreover, we demonstrate that there are significant differences among the patterns of visits at different stations.

To improve prediction accuracy, we propose station-centric augmented with global feature transformation. The gradient boosting decision tree (GBDT) and neural network (NN) techniques are leveraged to extract global features. The experimental results demonstrate that the proposed model offers better prediction performance compared to two baseline approaches.

Categories and Subject Descriptors
I.2.6 [Artificial Intelligence]: Learning
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1. INTRODUCTION
Bike sharing systems have become more and more popular in recent years. Although there are various transportation options in urban areas, such as subways, buses and light rails, bike sharing systems can effectively connect these different transportation modes and provide people with more diverse choices in their everyday commute.

The benefits of predicting daily demand in a bike sharing system are manifold. With accurate prediction of the demand, service providers can perform effective and efficient maintenance of the station facilities since they will have a better estimation about when to repair or replace the bike docks or bikes. Meanwhile, for bike stations with a large number of visits every day, providing more bike docks can improve service quality and user experience. Furthermore, good predictions of the bike demand can help service providers in setting the price of service.

In this paper, our goal is to build a demand predictor to forecast the bike demand in a bike sharing system. The dataset used in our study is from New York City (NYC) - Citi Bike. In this paper, the demand is defined as the daily number of visits to a station. A bike can be checked out or returned at any given time from or to any station. We formulate our task as a regression problem, where the outcome to predict is a continuous variable. Considering various impacting factors such as weather, user activity and season, it is non-trivial to predict the daily demand of bikes.

Through data analysis, we engineer several useful features for demand forecasting. But data analysis also reveals an important problem: sometimes there exists significant differences between the patterns in data from different stations. Therefore, training a model on all labeled data may not be the optimal strategy as it does not take into account the differences. To improve prediction performance for a particular station, we study how to effectively make use of all labeled data and labeled data belonging to this bike station.

Motivated by the aforementioned challenge, we examine three methods: city-centric model, station-centric model, and station-centric model with global features. The city-centric model is a single predictive model using all the available training data from all stations. The station-centric model is individual predictive model for each station. We demonstrate the limitations of both the city-centric model and the station-centric model. Then, we propose a station-centric model with global features, where feature extraction models are trained on the entire dataset to learn extra features to capture global information. This hybrid approach can improve the accuracy of bike demand prediction.

Key contributions of this paper are as the following:

• We conduct data analysis for this Citi Bike demand prediction problem. We engineer several meaningful

1https://www.citibikenyc.com/system-data

In this paper, demand is used interchangeably with visits. This indicates how frequently users use the facilities, such as the bike docks and bikes in the bike sharing system.
features that make good predictions with regression models.

- We reveal significant variation in the demand patterns for different bike stations. Then, we discuss the limitation of two baseline approaches: city-centric model and station-centric model.

- We propose a hybrid station-centric model with global features transformation. We study and compare two methods of global feature extraction: gradient boosting decision tree (GBDT) and neural network (NN).

This paper is structured as follows. In Section 2, we briefly review related research. In Section 3, we describe the NYC Citi Bike dataset and discuss feature engineering. Our data analysis reveals greatly varying data patterns for different bike stations. Section 4 first presents two baseline methods and then our station-centric model with global features. In Section 5, we present experimental results to validate our method and discuss the merits and potential limitations of different approaches, which give us guidance on when to use which model in practice. Section 6 concludes and outlines future research directions.

2. RELATED RESEARCH

This section summarizes research work on demand prediction and the station-centric model with global features extraction.

2.1 Demand Prediction

Previous work [23] analyzes bike trips in the dataset from September 2015. It studies the number of bike trips taken per month, the average number of bike trips taken per hour on weekdays and weekends, the impact of age and gender on the number of trips, the percentage of bikes moved manually from one station to another in each area of NYC, and the impact of weather conditions on the average Citi bike trips taken per day. The paper presents a prediction model for Citi bike monthly trips using non-linear regression. It analyzes how the average number of bike trips varied with respect to several factors. However, as the analysis is city-centric approach, it may miss some unique station information that is important for individual stations.

The pairwise bike demand in rush hours is predicted using a linear regression model [25]. The taxi usage, weather and spatial factors are considered in the model. This model can help decision-makers to determine in which neighborhoods to expand their network.

To focus on system rebalancing and optimization problems [20, 21], although the authors attempt to find a solution to obtain daily demand prediction at various stations during rush hours, they estimate the lower bound of the true demand by simply averaging the number of trips for each time window.

To study the bike rebalancing problem [18], this work also studies bike pick-up and drop-off predictions. The pick-up demand is estimated by the weighted KNN approach. The weights are the similarities of weather, temperature and other environmental factors. The drop-off demand is predicted by estimating the arrival probability of pick-up bikes.

More broadly, there are several other works on demand prediction in other scenarios, such as railway demand forecasting [28], user demand in electronic commerce [8] and passenger demand prediction for bus services [12, 33].

2.2 Station-Centric Model and Feature Extraction

It is straightforward to build a single predictive model for all stations. However, the stations’ features may be diverse and heterogeneous. Therefore, a single city-centric or “global” predictive model may not provide satisfying performance for individual stations. An alternative approach is to build a station-centric or “personalized” predictive model for each station. This “personalized” idea is widely used in many fields, for example in search engines [30], click prediction [5], weather forecasting [9], and health-care applications [13].

Choosing relevant features is important in the task [8], but when there is not enough data for a station, we may be not able to have an accurate predictive model. To alleviate this problem, hierarchical models allow us to leverage both “global” information and “personalized” information simultaneously [22, 15]. At one level, we calculate the visits for the entire stations. At another level, we calculate the station-specific demands. The less information we have about a particular station, the more closely it will approximate the across-station mean. Another solution is modeling similar stations demand, which can significantly improve demand prediction using the city-centric model [25].

Constructing features across all stations can incorporate global information into the model, which can improve the performance predictive model. The effectiveness of decision tree feature extraction is illustrated in Ads clicks prediction [10]. Typically, there are two simple effective methods for this transformation. For continuous features, the feature transformation is performed by binning the basic features and treating each bin index as a categorical feature. The linear classifier is able to successfully learn a non-linear map for the features. For this method to perform well, it is crucial to learn effective bin boundaries. The second transformation approach builds tuple input features. For categorical features, the naive brute force approach considers all possible combinations over basic features by taking the Cartesian product. If the basic features are continuous, we can perform joint binning using for example a k-d tree.

Neural networks have been successfully applied in feature extraction in many applications such as speech recognition [1], computer vision [24], and natural language processing [7, 14]. If the data is highly nonlinear, we can include multiple hidden layers in the NN creating a deep neural networks (DNN). The NNs can be trained in an unsupervised or a supervised manner. The unsupervised learning approaches include auto-encoder [2, 29], and Restricted Boltzmann machine (RBM) [11]. For supervised learning, the convolutional neural networks (CNN) [16] and recurrent neural networks (RNN) have achieved high performance in image processing [31], speech recognition tasks [6], and human activity recognition [32].

3. DATA ANALYSIS

In this section, we first describe the Citi Bike sharing dataset. Then we discuss our analysis of the dataset and as used as our engineering of features.
Figure 1: Number of visits (on y-axis) as a function of (a) day of week, (b) month, (c) temperature, (d) rain, (e) snow. The average visit is taken over all the NYC Citi Bike stations.

3.1 The Dataset
The Citi Bike data gives information on every trip taken within a period of time. Started in September 2011, total distance traveled with Citi Bike already exceeded 20 million miles by 2014. Currently, there are approximately 1 million trips taken on average per month. The available fields of the dataset include Trip Duration (seconds), Start Time and Date, Stop Time and Date, Start Station Name, End Station Name, Station ID, Station Latitude and Longitude, Bike ID, User Type and Gender.

Our task is to extract useful features from these attributes and find out the ones with good predicting power of demand. Intuitively, time of day and week, weather, and events happening in the city would have large impact on the demand at the Citi Bike stations. Therefore, we also acquired NYC daily weather data to accompany our bike-share dataset, and extracted time information from the original dataset.

3.2 Feature Observations
First, we examine the relationship between day of week and demand in terms of number of visits in Figure 1a. We observe that demand on weekdays is on average about 25% higher than on weekends. Also, it peaks on Wednesdays. This can be explained by people’s bike-to-work pattern in New York city.

Next, we examine total demand of Citi Bike in every month of 2015, depicted by Figure 1b. The curve indicates that there is more demand in summer while much less in winter. The dramatic difference between peak-to-bottom, or even just peak-to-average ratio is important for resource allocation.

Figure 1c shows demand as a function of temperature. As expected and seen from the previous figure, higher temperature tends to drive demand higher. What is interesting in this graph is the flatten part on both ends. These bends imply that when the temperature is extremely high or extremely low, its fluctuation does not really change demand too much. In contrast, with mild temperature, little fluctuation can result in very different demand levels.

The next two figures show us the relationship between demand and rain, snow, respectively. In Figure 1d, we observe that days with low or no precipitation have a variety of demand levels since the demand might be affected by other factors. We also see that in presence of heavy rain, there is still a good amount of demand. Unlike rain levels, Figure 1e shows a clear relationship between demand and the amount of snow. The demand drops drastically when it starts from no snow to moderate amount of snow, and continues to drop slowly as snow gets thicker.

The aforementioned observations give us some understandings of our data, as well as what kind of features can be good candidates for our machine learning model to predict the demand level.

3.3 Different Data Patterns in Different Stations
In this section, we compare the data of different stations. In some cases, there are significant differences between different stations.

Some representative examples are shown in Figure 2. In Figure 2a and 2c, we show that station 72, 83 and 150 exhibit significant difference in data distribution. The x-axis is the feature of min temperature and y-axis is the bike demand. If we train a model on the data from Station 72 and test it on the data from Stations 150, the prediction could be very inaccurate. Similar situations apply to other features such as...
as rain, snow, max temperature, and day of the week as seen in Figure 2.

These observations indicate that if we want to predict the bike demand for a particular station, it may not be the optimal strategy to train a model on the labeled data from all stations. This motivates our studies in Section 4.

4. A STATION-CENTRIC MODEL WITH GLOBAL FEATURES

Motivated by the different data patterns for different bike stations and the introduction of new bike stations, in this section we present a city-centric model as a baseline, a station-centric model, and our station-centric model with global feature transformation.

Figure 2: Some representative examples showing the difference between the data distribution of different stations. The x-axis shows the feature and the y-axis indicates the value of each sample.

<table>
<thead>
<tr>
<th>ID</th>
<th>Feature Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_1, \cdots, f_7$</td>
<td>Day of week by one-hot encoding</td>
</tr>
<tr>
<td>$f_8$</td>
<td>Holiday or not</td>
</tr>
<tr>
<td>$f_9$</td>
<td>Season</td>
</tr>
<tr>
<td>$f_{10}$</td>
<td>Max temperature</td>
</tr>
<tr>
<td>$f_{11}$</td>
<td>Min temperature</td>
</tr>
<tr>
<td>$f_{12}$</td>
<td>Precipitation</td>
</tr>
<tr>
<td>$f_{13}$</td>
<td>Snow (inch)</td>
</tr>
<tr>
<td>$f_{14}$</td>
<td>Rainfall</td>
</tr>
<tr>
<td>$f_{15}, \cdots, f_{21}$</td>
<td>7 days historical demand</td>
</tr>
</tbody>
</table>

Table 1: The engineered features as the input of city-centric model and station-centric model.

Figure 3: The correlation coefficients between each feature in Table 1 and the demand.

4.1 Motivations

A trivial way is to train a model on the dataset from all stations. This approach is referred as the city-centric model, which is discussed in Section 4.2. As discussed in Section 3.3, we observe significant distribution differences between various stations. It means that when we predict the demand for some stations, we may train the model on the data with different distributions, which will violate the i.i.d assumption in machine learning algorithms.

At the same time, in the empirical data we find that the new bike stations steadily increase in 2015, as shown in Fig-
Figure 4: The number of new stations deployed in the days of year 2015. In 2015, the new bike stations are kept being deployed in New York city. The total number of bike stations steadily increases, with a dramatic increase between days 110 and 140.

For each new station, when it is deployed, there is no labeled training data available.

The data patterns between different stations are not identical, and new bike stations with limited training data are common. Those two facts motivate us to make good use of the available training dataset.

4.2 City-Centric Model

In the city-centric model, we aggregate all the available training data across different bike stations in the city. Then we build a single regression model using all the training data.

The regression algorithms used in training the city-centric model: linear regression (LR), support vector regression (SVR) [27], decision tree (DT) and random forest (RF) with 1000 trees [4]. To be consistent and allow comparison, the four algorithms are also used in the station-centric model in Section 4.3 and the station-centric model with global feature transformation in Section 4.4.

4.3 Station-Centric Model

Because the feature distributions of different stations are heterogeneous, the “one size fits all” city-centric model may not be the best for all stations. Instead of using the training data in a city-centralized fashion, the station-centric model is built for individual stations. So the number of regression models is the same as the number of the stations. In the station-centric model, the training data and the test data have the same distribution, so the regression model can more effectively capture the localized information and provide better demand predictions.

We also study linear regression, support vector regression, decision tree and random forest the prediction task in the station-centric model.

In this approach, the amount of training data would be much smaller compared with the city-centric model in Section 4.2. As a result, this trained model may be fragile, because occasionally some test data with special patterns may not be captured in the relative small training set for the station-centric model.

4.4 Station-Centric Model with Global Feature Transformation Framework

In order to overcome the potential issue of station-centric model in Section 4.3 we try to capture global information from the entire dataset.

We now consider extracting additional features to improve the prediction performance. The feature extraction model (Fig 5) is trained on the entire dataset. Then the new features are transformed from the trained feature extraction model to maintain the data global information. We introduce two feature transformation approaches in this section: decision tree feature transformation and neural network feature transformation.

4.4.1 Decision tree feature transformation

The boosted decision tree can serve as a powerful tool to implement the aforementioned non-linear and tuple transformations [10]. In practice, we treat each individual tree as a categorical feature. Its categorical value is the index of the leaf node which an instance ends up falling in. We use the traditional 1-of-k coding for this type of categorical features. For instance, consider the boosted tree model in Figure 5 with 2 subtrees, where “Tree 1” has two leaf nodes and the “Tree 2” has four leaf nodes. If an instance ends up in leaf 1 in the first subtree and leaf 2 in second subtree, the final output of the transformation and the subsequent input to the linear classifier will be a binary vector [1, 0, 0, 1, 0, 0], where the first two entries correspond to the leaf nodes of the first subtree and last four to those of the second subtree. In each learning iteration, a new tree is created to model the residual of previous trees. We can understand boosted decision tree based transformation as a supervised feature encoding that converts a real-valued vector into a compact binary-valued vector. A traversal from root node to a leaf node represents a rule on certain features. Fitting a linear classifier on the binary vector is essentially learning weights for the set of rules.

4.4.2 Neural network feature transformation

In NN, while classification typically uses a form of logistic regression/softmax in the last layer of the network to convert the data into class categories (e.g., 0 and 1), the regression maps a set of inputs (contain continuous and discrete values) to the set of continuous outputs.

To perform the NN transformation, we carry out two
Figure 6: The station-centric model with global feature transformation framework. The decision tree and neural network are trained on the entire dataset. Then the global features (gray) are transformed by the models from the station-centric features and concatenated to the original features. The regression model will be trained for each station individually. In this way, we can integrate the station-centric features and global features.

Figure 7: Input features are transformed by a two-layer (hidden) neural network. On top of the last hidden layer is a linear regression, which is used for fine-tuning the networks by back-propagation. The Nodes (gray) in the last layer of the network are concatenated to the original feature vector.

stages in the learning phase: pre-training and fine-tuning. We illustrate the two stages by considering the two-layer (two hidden layers) neural network in Figure 7. In the first stage, we use autoencoder to pre-train the model in an unsupervised manner. Each layer is trained by minimizing the error in reconstructing its input layer by layer. Once the first layer is trained, we can train the second by feeding the latent representation from the layer below. Once the pre-training is done in all layers, the network will go through a second learning stage called fine-tuning. We will use target values in the training data to fine-tune where we want to minimize prediction error on the supervised task. For this, we add a linear regression layer on top of the network. More precisely, it is the representation output from the second layer. Then we train the entire network by back-propagation. Different from the GBDT transformation, the NN transformation in this task converts a hybrid-valued (continuous and discrete values) vector into a real-valued vector. It also transforms the basic features to higher dimensional sparse features, also called over-complete representation [19, 29]. A sparse over-complete representations can be viewed as an alternative “compressed” representation to increase model’s separability and interpretability [19, 17]. The output from last hidden layer is regarded as a new feature representation. The NN is also trained in a batch manner.

In the transformation phase, an instance is fed to the trained NN, then the output of first hidden layer will be the input of the second hidden layer. By the linear combination and non-linear mapping computation, the NN features are generated from the second hidden layer. The number of NN features equals to the number of nodes in this layer.

4.5 Summary

We summarize all the models and their purposes in Table 2. In summary, linear regression, support vector regression, decision tree and random forest are used in the regression task of demand prediction. Gradient boosting decision tree and neural network are used to extract global information, other algorithms such as principal component analysis (PCA) and linear discriminant analysis (LDA) can be used as feature extractors. Gradient boosting decision tree uses a hierarchical tree structure to encode that information from labeled data from all stations, while neural network uses multi-layer perceptron to incorporate the important patterns in labeled data from all stations.
5. EXPERIMENTAL RESULTS

In this section, we validate our approach. We also study the performance of the city-centric model, the station-centric model and the station-centric model with global features when varying the amount of labeled training set. This will illustrate the limitations and advantages of different approaches.

5.1 Experimental Setting

For the comparisons of different approaches in Section 5.2, we used data from the entire 2015 to train a model so that it can incorporate the information of different seasons and factors. Then, we test it on the January and February data of 2016.

<table>
<thead>
<tr>
<th>Model</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear Regression</td>
<td>Demand Prediction</td>
</tr>
<tr>
<td>SVR</td>
<td>Demand Prediction</td>
</tr>
<tr>
<td>DT</td>
<td>Demand Prediction</td>
</tr>
<tr>
<td>RF</td>
<td>Demand Prediction</td>
</tr>
<tr>
<td>GBDT</td>
<td>Global Feature Extraction</td>
</tr>
<tr>
<td>NN</td>
<td>Global Feature Extraction</td>
</tr>
</tbody>
</table>

Table 2: A summary of all models and their functions as discussed in Section 4.

5.2 Comparisons of Approaches

In Table 4, the city-centric model, station-centric model and station-centric model with global features are compared. Four machine learning models are used in the evaluation and the MAE, RMSE and RMSLE are reported. For these results, we have several observations.

First, station-centric model with global features improves the prediction accuracy. Both GBDT and NN can provide useful improvement with global features, especially when evaluated by RMSE and RMSLE. Under RMSE, concatenating of GBDT and NN global features does not help too much compared to being evaluated by RMSLE. But when we use RMSLE in evaluation, global features by both GBDT and NN provide the best results. This means that a fusion of both GBDT and NN features can help improve accuracy in case of under-prediction. Under MAE, the improvements when using global features are less significant. This indicates that the global features are more useful in improving the city-centric and station-centric in the cases when the two models’ predictions are far away from the ground truth.

Second, improvements can be observed for all four regression models, which suggests that our method works generally. Linear regression and random forest perform better than SVR and decision tree. The reason why SVR does not perform very well may be that we use the default parameter setting of SVR because SVR performance is known to be very sensitive to its parameter setting.

As linear regression and random forest provide the best performances, in the following experiments we focus on two regression models.

5.3 Varying Size of Training Dataset

In this section, we study the effects of varying the labeled training data size. Sometimes the labeled data for a particular station is very limited. For example, it is common to have newly built bike stations, as shown in Figure 4. When a station is newly built and little historical data is available, does a station-centric model still work well for this station? If not, could global features help improve prediction accuracy? To answer these questions, we design an experiment where we vary the amount of training data and study the achieved prediction accuracy.

Figure 8 shows the results. When we reduce the amount of training data, the performance of the city-centric model is relatively stable. However, the performance of the station-centric model degrades sharply. This indicates that in general, a station-centric model outperforms city-centric model. However, using the city-centric model can provide better predictions than using a station-centric model, when available training data is very limited. Making use of global features can compensate for the loss of accuracy to some extent, in the case when the labeled training data is not too sparse. For example, in (b) (c) (d) of Figure 8, when the percentage of data is around 15% (this corresponds to data collected...
Table 4: A comparison between the city-centric model, the station-centric model, and the station-centric model with global features. The performance using four regression models is reported: support vector regression, linear regression, decision tree and random forest. GBDT and NN are used in the global features extraction.

<table>
<thead>
<tr>
<th>Model</th>
<th>City-Centric</th>
<th>Station-Centric</th>
<th>Station-Centric + GBDT</th>
<th>Station-Centric + NN</th>
<th>Station-Centric + GBDT + NN</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAE</td>
<td>68.5861</td>
<td>57.6646</td>
<td>50.2394</td>
<td>50.2394</td>
<td>50.2394</td>
</tr>
<tr>
<td>RMSE</td>
<td>83.3842</td>
<td>64.9557</td>
<td>58.3893</td>
<td>58.3893</td>
<td>58.3883</td>
</tr>
<tr>
<td>RMSLE</td>
<td>1.3965</td>
<td>0.8789</td>
<td>0.7777</td>
<td>0.7777</td>
<td>0.7777</td>
</tr>
<tr>
<td>Linear Regression</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAE</td>
<td>26.5998</td>
<td>17.3100</td>
<td>17.3100</td>
<td>17.3100</td>
<td>17.3100</td>
</tr>
<tr>
<td>RMSE</td>
<td>40.1205</td>
<td>28.0785</td>
<td>23.4294</td>
<td>24.1726</td>
<td>24.1726</td>
</tr>
<tr>
<td>RMSLE</td>
<td>0.7559</td>
<td>0.6137</td>
<td>0.4718</td>
<td>0.4718</td>
<td></td>
</tr>
<tr>
<td>Decision Tree</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAE</td>
<td>31.6958</td>
<td>33.3640</td>
<td>33.6577</td>
<td>30.7033</td>
<td>33.2597</td>
</tr>
<tr>
<td>RMSE</td>
<td>51.4784</td>
<td>41.8557</td>
<td>41.8758</td>
<td>40.1827</td>
<td>40.2869</td>
</tr>
<tr>
<td>RMSLE</td>
<td>0.7952</td>
<td>0.7850</td>
<td>0.7633</td>
<td>0.7539</td>
<td></td>
</tr>
<tr>
<td>Random Forest</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RMSE</td>
<td>37.0090</td>
<td>28.2118</td>
<td>25.0652</td>
<td>25.6240</td>
<td>25.9390</td>
</tr>
<tr>
<td>RMSLE</td>
<td>0.6582</td>
<td>0.5412</td>
<td>0.4128</td>
<td>0.4048</td>
<td>0.4045</td>
</tr>
</tbody>
</table>

5.4 Discussions

In this section, we discuss the approaches evaluated in this paper.

5.4.1 When to use station-centric model with global feature transformation

In general, the station-centric model with global feature transformation performs better than the city-centric and station-centric models. As Figure 8 indicates, for a particular bike station with limited labeled training data, the global approach provides the most stable performance. In the case when a new bike station is deployed and no bike usage information is available for it, the best practice is to train a model on the labeled data from all stations. Gradually, when more and more labeled data becomes available for this new bike station, we can switch to a station-centric model with global feature transform. In our empirical results, in the first two months when a new station is deployed, it is better to use a city-centric model to predict the demand. After about two months, we can use station-centric model with global feature transform instead.

5.4.2 Comparison between GBDT and NN as global feature extractor

The results in Table 4 suggest that GBDT and NN can extract useful features and improve the prediction performance. We report the correlation coefficients between each feature and the demand in Figure 9.

GBDT uses a hierarchical tree structure to encode information induced from labeled data from all stations, while NN uses multi-layer perceptrons to incorporate the important patterns. Taking advantage of the higher complexity of NN, features with higher coefficient than the original features are induced. As shown in Figure 9, four features extracted by NN have higher correlation coefficients, than the original handcraft features. The GBDT can also extract useful features from the labeled data from all stations. At the same time, GBDT is simpler than NN, thus the feature transform is more computationally efficient.

6. CONCLUSION AND FUTURE WORK

In this paper, we study the problem of demand predictions in a bike sharing system. This method is motivated by two observations. First, the user patterns of visits vary substantially between different stations. Second, it is common to have newly built bike stations with very limited labeled training data.

We present a method to improve the bike demand prediction in the NYC Citi Bike sharing system. This research could potentially assist service providers to optimize bike allocation and manage station maintenance. In our method, we adopt a station-centric model to optimize the prediction accuracy for particular bike stations. To overcome the limitation of a station-centric model when training data is sparse for a specific station, global features are extracted by GBDT or NN to enhance the accuracy and robustness of predictions. The empirical results indicate that our method can efficiently improve the performance in bike demand predictions.

Our global feature transform framework aims to solve the problem of different data patterns in different bike stations. In future, this framework of combining station-centric model...
and global features can also be explored to predict the number of check-in or check-out.

Predicting the visits would have practical applications. For example, the number of visits could tell us how frequently the bike docks and bikes are used in some stations. The maintenance of bike docks and bikes is the major cost of a bike sharing system. If we are going to more visits in some particular bike stations, we should pay more attention on those stations in repairing or replacement. A good understanding of those information can help optimize maintenance and reduce cost. So in future it could be interesting to have empirical studies to optimize the bike sharing system’s maintenance based on the users’ daily activity patterns.

Another future work using demand prediction could be that, for those stations going to have more daily visits, more bikes and more bike docks should be arranged in those stations. If the users find there are very limited bikes to borrow or limited bike docks to return bike, they tend to be unsatisfied about the bike sharing service. For those users using the bike sharing with fitness purpose, accurate predicting the amount of visits can guide us advertisement strategy in those stations. For example, if some stations are going to have more visits, it is more worth putting advertisement there and set higher price for the advertisement.
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