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ABSTRACT

We designed and implemented Darwin, the first CAPTCHA generator using evolutionary algorithm. We evaluated the effectiveness of our proposed CAPTCHAs with MTurk users (non-attackers) and Antigate workers (attackers). Due to our ground-truth agnostic fitness function, we are able to discover a new category of CAPTCHAs in which attackers answer correctly but non-attackers answer incorrectly.

Categories and Subject Descriptors

K.6.5 [Management of Computing and Information Systems]: Security and Protection
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1. INTRODUCTION

CAPTCHAs (Completely Automated Public Turing tests to tell Computers and Humans Apart) [4] are tests designed to differentiate human beings from computers. CAPTCHAs are commonly used to protect websites against abusive bots that run automated tasks over the Internet, such as posting spam on message boards, creating fraudulent accounts or sending votes to online polls. While the state-of-the-art, reCAPTCHA [5], can be effective against OCR-based bots [1], existing CAPTCHAs were not designed to prevent attackers that actually employ cheap human labor overseas to solve the tests (e.g., Antigate.com). In this work, we generate CAPTCHAs that are effective in distinguishing Antigate workers (attackers) from MTurk users (non-attackers). Our hypothesis is that Antigate workers (attackers) are more experienced in solving CAPTCHAs than average MTurk users (non-attackers), and may solve CAPTCHAs differently (e.g. characteristically higher accuracy). We built a system called Darwin based on evolutionary algorithm to find CAPTCHAs that effectively differentiate attackers (employed by CAPTCHA solving services) from non-attackers (recruited over MTurk [3]). Interestingly, our Darwin system not only generated CAPTCHAs that MTurk users would solve correctly and Antigate workers would solve incorrectly, but also discovered a new category of ground-truth agnostic CAPTCHAs. Ground-truth agnostic CAPTCHAs are interesting because attackers would answer them correctly (and fail the test) but non-attackers would answer incorrectly (and pass the test, counterintuitively).

2. DARWIN SYSTEM ARCHITECTURE

Our system Darwin generates CAPTCHAs by passing randomly generated text strings (as the solution) through a series of image processing filters to render a distorted image of the random string (as the test). The architecture of Darwin is illustrated in Figure 1. Darwin learns how to generate effective CAPTCHAs by using an evolutionary algorithm; each genotype in the population is a binary string representation of a specific combination of image processing filters and their corresponding parameters (the phenotype). At each generation, Darwin generates a corpus of new CAPTCHA images based on the phenotypes in the population and evaluates the fitness of each CAPTCHA. Lastly, individuals are selected based on their fitness values to produce offsprings through mutation (rate=0.1) and cross-over (rate=0.8) operations, and then passed on to the next generation.

Phenotype and Genotype. We utilized a number of image processing filters listed below (in four main groups):

- **Font properties**: font, font size, font color, character spacing, character rotation, vertical displacement,
- **Image properties**: width, height, transparency, background

Figure 1: The Darwin system generates CAPTCHA images from random text strings by applying a set of image processing filters. Each CAPTCHA image is evaluated by MTurk users (non-attackers) and professional solvers (attackers) via Antigate.com to find effective filters and parameters.
Unlike most existing evolutionary transformation filter is a number between 0 and 360. For example, the angle parameter for the “character rotation” in our evaluation, which is the angle parameter for the “character rotation” transformation filter is configurable through certain parameters. For random noise generation. The fitness function is:

\[ \sum_{i=1}^{N} \text{Lev}(M_i, A_i) \]

\[ \frac{N[1 + \text{LevAvg}(M_1, N) + \text{LevAvg}(A_i, N)]} \]

where \( N \) is the number of different CAPTCHAs generated for each individual. \( M_i \) and \( A_i \) represents the user’s answer for the \( i \)th CAPTCHA from MTurk and Antigate, respectively. \( \text{Lev}(A, B) \) represents the Levenshtein distance between string \( A \) and \( B \). That is, the minimum number of single-character edits required to transform one string into the other; and \( \text{LevAvg}(S) \) represents the average Levenshtein distance between a set of strings \( S \). In layman’s terms, our fitness function is the average difference between MTurk user’s answers and Antigate worker’s answers, divided by the consistency of their answers.

One important observation about our fitness function is that it is ground-truth agnostic. That is, we need not assume that a CAPTCHA must be solved correctly by non-attackers. In other words, an effective CAPTCHA could possibly be intentionally difficult for non-attackers (MTurk users) to solve correctly, as long as we can distinguish their results from attackers (Antigate workers).

Diversity Maintenance. To introduce diversity into our populations, we employed the Age-Layered Population Structure (ALPS) [2] technique. The basic idea of ALPS is to divide the population into multiple sub-populations (or layers) based on their age. At random intervals, Darwin introduces new, randomly generated individuals into the youngest layer. As they age, individuals move from layer to layer but may be out-competed by individuals of similar age. To keep our total population size constant, we set a maximum layer number (3 in our evaluation) where individuals from the oldest layer always compete in a free-for-all manner. The advantage of using this technique is that it gives newly created individuals time to evolve and fine-tune themselves before competing with more fit individuals.

3. EVALUATION AND DISCUSSION

We ran Darwin for 50 generations and evaluated a total of 5250 CAPTCHAs. Based on evaluation results, we categorized CAPTCHAs into four different types (with actual images) shown in Figure 2. Type 1 CAPTCHAs are solved correctly by both MTurk users and Antigate workers. Type 2 CAPTCHAs are solved correctly by MTurk users but incorrectly by Antigate workers. Type 3 CAPTCHAs are solved correctly by Antigate workers but incorrectly by MTurk users. Finally, Type 4 CAPTCHAs are solved incorrectly by users from both platforms. To select CAPTCHAs that are suitable for real world usage, we recorded 300 individuals with the highest fitness values that we refer to as elites. Each of these individuals generated 2 CAPTCHAs. We eliminated all elites that generated a Type 1 or Type 4 CAPTCHA. In addition, we eliminated all elites that generated inconsistent CAPTCHAs (e.g., one CAPTCHA is Type 2 while the other is Type 3). Out of the four types, Type 1 and Type 4 are less valuable to us. Type 2 is considered to be “ideal” under the current CAPTCHA paradigm because non-attackers (MTurk users) solved them correctly while attackers (Antigate workers) solved them incorrectly. Type 3 is the special case of ground-truth agnostic CAPTCHAs that our attackers solved correctly while non-attackers didn’t. Hence, when using Type 3 CAPTCHAs, websites must reject users who answered them correctly (which is counterintuitive). In real world deployment scenarios, we advise developers to use a mixture of Type 2 and Type 3 CAPTCHAs.
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