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ABSTRACT

In this paper, the approximate solution of a reaction-diffusion system with fast reversible reaction is obtained by using Adomian decomposition method (ADM) and variational iteration method (VIM) which are two powerful methods that were recently developed. The VIM requires the evaluation of the Lagrange multiplier, whereas ADM requires the evaluation of the Adomian polynomials. The behavior of the approximate solutions and the effects of different values of $t$ are shown graphically.
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1. Introduction:

Non-linear phenomena, that appear in many areas of scientific fields such as solid state physics, plasma physics, fluid dynamics, mathematical biology and chemical kinetics can be modeled by partial differential equation. A broad class of analytical solutions methods and numerical solutions methods were used in handle these problems [10].

In the 1980’s, Adomian [2–4] introduced a new powerful method which provides an efficient means for the analytic and numerical solution of differential equations. It is free from rounding off errors since, it does not involve discretization and is computationally inexpensive.

Recently, the variational iteration method, which was first proposed by He [14–17] in 1997, has many merits and advantages over the Adomian method. A comparative study between the two methods was conducted by Wazwaz [24].

The main advantage of the two methods is that it can be applied directly for all types of differential and integral equations, homogeneous or inhomogeneous. Another important advantage is that the methods are capable of greatly reducing the size of computational work, while still maintaining high accuracy of the numerical solution [24].
In recent years, many authors have successfully applied the Adomian decomposition method [5,6,9,10,20,21,23] and variational iteration method [1,7,18,21,22,25,26] to solve a wide range of problems.

The reaction diffusion equations (RDEs) have recently attracted considerable attention, partly due to their occurrence in many fields of science, in physics as well as in chemistry or biology, partly due to their interesting features and rich variety of properties of their solutions [27].

Eymard et al. [13] studied the numerical solution of the reaction-diffusion system with fast reversible chemical reaction of type $mA \rightleftharpoons nB$ by using the finite volume method.

The present paper has been organized as follows: Section 2 will deals with the analysis of the methods applied to non-linear system of partial differential equations. In Sections 3 and 4, we will apply the ADM and VIM, respectively, to solve the reaction-diffusion system. An illustrative example with numerical results will be given in Section 5.

In this work, we consider a reversible chemical reaction between mobile species $A$ and $B$, that takes place inside a bounded region $\Omega \subseteq \mathbb{R}$, we have the reaction-diffusion system of partial differential equations [8,13]:

$$
\begin{align*}
    u_t &= \alpha \Delta u - \alpha k \left( r_A(u) - r_B(v) \right), \quad \text{in } \Omega \times (0,T) \\
    v_t &= \beta \Delta v + \beta k \left( r_A(u) - r_B(v) \right), \quad \text{in } \Omega \times (0,T)
\end{align*}
$$

where, $T > 0$ and $\Omega$ is a bounded set of $\mathbb{R}$, with the initial conditions

$$
u(x,0) = u_0(x), \quad v(x,0) = v_0(x), \quad \text{in } \Omega.
$$

For a reversible reaction $\alpha A \rightleftharpoons \beta B$, the rate functions are of the form $r_A(u) = k_1 u^\alpha$ and $r_B(v) = k_2 v^\beta$, where $k_1$ and $k_2$ are rate constants, $\alpha$ and $\beta$ are diffusion coefficients and $k$ is the chemical kinetics factor (for further details see [11,12]).

Bothe and Hilhorst [8] exploited a natural Lyapunov functional and used compactness arguments to prove that $u^k \to u$ and $v^k \to v$ in $L^2(\Omega \times (0,T))$ as $k \to \infty$.

The limit $(u,v)$ is determined by

$$
\begin{align*}
    r_A(u) &= r_B(v) \quad \text{and} \quad \frac{u}{\alpha} + \frac{v}{\beta} = w,
\end{align*}
$$

where, $w$ is the unique weak solution of the nonlinear diffusion problem

$$
\begin{align*}
    w_t &= \Delta \phi(w), \quad \text{in } \Omega \times (0,T), \\
    \frac{\partial \phi(w)}{\partial n} &= \Delta \phi(w), \quad \text{on } \partial \Omega \times (0,T), \\
    w(x,0) &= w_0(x) = \frac{1}{\alpha} u_0(x) + \frac{1}{\beta} v_0(x), \quad \text{in } \Omega,
\end{align*}
$$

and

$$
\phi = \left( \frac{a}{\alpha} + \frac{b}{\beta} \right) \circ \left( \frac{1}{\alpha} \cdot \frac{1}{\beta} \right)^{-1}, \quad \eta = r_A^{-1} \circ r_A.
$$
The identities in (3) can be explained as follows: the first one states that the system is in chemical equilibrium, while the second one defines \( w \) as the quantity that is conserved under the chemical reaction. Given a function \( w \), the system (3) can be uniquely solved for \((u,v)\) if \( r_A \) and \( r_B \) are strictly increasing with \( r_A(\mathbb{R}^+) \subset r_B(\mathbb{R}^+) \) so that, \( \eta = r_B^{-1} \circ r_A \) is well-defined and strictly increasing. Under these assumptions, \( u \) is the unique solution of \((1/\alpha)u + (1/\beta)\eta(u) = w\), which gives the explicit representation of \( u \) and \( v \) \[13\]
\[ u = f(w) \text{ and } v = g(w). \]
Here, \( f = \left( \frac{1}{\alpha} id + \frac{1}{\beta} \eta \right)^{-1} \) and \( g = \eta \circ f \).

2. Analysis of the methods

We first consider the system of partial differential equations written in an operator form
\[ \begin{align*}
   L_t u + R_1(u,v) + N_1(u,v) &= g_1, \\
   L_t v + R_2(u,v) + N_2(u,v) &= g_2,
\end{align*} \]
with initial data
\[ \begin{align*}
   u(x,0) &= f_1(x), \\
   v(x,0) &= f_2(x).
\end{align*} \]
where \( L_t \) is considered, without loss of generality, a first order partial differential operator, \( R_1 \) and \( R_2 \) are linear operators, \( N_1 \) and \( N_2 \) are nonlinear operators, and \( g_1 \) and \( g_2 \) are inhomogeneous terms.

2.1 Analysis of the ADM

Applying the inverse operator \( L_t^{-1} \) to the system (6) and using the initial data (7) yields
\[ \begin{align*}
   u(x,t) &= f_1(x) + L_t^{-1}g_1 - L_t^{-1}R_1(u,v) - L_t^{-1}N_1(u,v), \\
   v(x,t) &= f_2(x) + L_t^{-1}g_2 - L_t^{-1}R_2(u,v) - L_t^{-1}N_2(u,v).
\end{align*} \]

The Adomian decomposition method assumes a series that the unknown functions \( u(x,t) \) and \( v(x,t) \) can be expressed by an infinite series of the form [23]
\[ \begin{align*}
   u(x,t) &= \sum_{n=0}^{\infty} u_n(x,t), \\
   v(x,t) &= \sum_{n=0}^{\infty} v_n(x,t),
\end{align*} \]
and the non-linear operators \( N_1(u,v) \) and \( N_2(u,v) \) can be decomposed by the infinite series of the so-called Adomian polynomials
\[ \begin{align*}
   N_1(u,v) &= \sum_{n=0}^{\infty} A_n, \\
   N_2(u,v) &= \sum_{n=0}^{\infty} B_n.
\end{align*} \]
where, \( u_n(x,t) \) and \( v_n(x,t), n \geq 0 \) are the components of \( u(x,t) \) and \( v(x,t) \) that will be elegantly determined, and \( A_n \) and \( B_n, n \geq 0 \) are Adomian polynomials that can be generated from the general algorithm [10]

\[
A_n = \frac{1}{n!} \left[ \frac{\partial^n}{\partial \lambda^n} N_1 \left( \sum_{i=0}^{\infty} \lambda^i u_i, \sum_{i=0}^{\infty} \lambda^i v_i \right) \right]_{\lambda=0}, \quad n \geq 0
\]

\[
B_n = \frac{1}{n!} \left[ \frac{\partial^n}{\partial \lambda^n} N_2 \left( \sum_{i=0}^{\infty} \lambda^i u_i, \sum_{i=0}^{\infty} \lambda^i v_i \right) \right]_{\lambda=0}, \quad n \geq 0
\]

Substituting (9) and (10) into (8) gives

\[
\sum_{n=0}^{\infty} u_n(x,t) = f_1(x) + L_1^{-1} g_1 - L_1^{-1} R_1 \left( \sum_{n=0}^{\infty} u_n, \sum_{n=0}^{\infty} v_n \right) - \sum_{n=0}^{\infty} A_n,
\]

\[
\sum_{n=0}^{\infty} v_n(x,t) = f_2(x) + L_2^{-1} g_2 - L_2^{-1} R_2 \left( \sum_{n=0}^{\infty} u_n, \sum_{n=0}^{\infty} v_n \right) - \sum_{n=0}^{\infty} B_n.
\]

Following Adomian analysis, the nonlinear system (6) is transformed into a set of recursive relations given by

\[
u_0(x,t) = f_1(x) + L_1^{-1} g_1,
\]

\[
u_{k+1}(x,t) = -L_1^{-1} R_1(u_k, v_k) - L_1^{-1} \left( A_k \right), \quad k \geq 0,
\]

and

\[
u_0(x,t) = f_2(x) + L_2^{-1} g_2,
\]

\[
u_{k+1}(x,t) = -L_2^{-1} R_2(u_k, v_k) - L_2^{-1} \left( B_k \right), \quad k \geq 0.
\]

The schemes (13) and (14) can easily determine the components \( u_n(x,t) \) and \( v_n(x,t) \). It is, in principle, possible to calculate more components in the decomposition series to enhance the approximation. Consequently, can recursively determine every term of the series and, hence the solutions \( u(x,t) \) and \( v(x,t) \) are readily obtained. It is interesting to note that we obtained the solutions by using the initial conditions only.

2.2 Analysis of the VIM

According to VIM, we can construct correction functionals for equations of the system (6) as follows [7,25]:

\[
u_{n+1}(x) = u_n(x) + \int_0^x \left[ L_1 u_n(\tau) + R_1(\tilde{u}_n, \tilde{v}_n) + N_1(\tilde{u}_n, \tilde{v}_n) - g_1(\tau) \right] d\tau,
\]

\[
u_{n+1}(x) = v_n(x) + \int_0^x \left[ L_2 v_n(\tau) + R_2(\tilde{u}_n, \tilde{v}_n) + N_2(\tilde{u}_n, \tilde{v}_n) - g_2(\tau) \right] d\tau,
\]

where \( \lambda_1 \) and \( \lambda_2 \) are general Lagrange multipliers, which can be identified optimally via the variational theory, the subscript \( n \) denotes the \( n \)th order approximation, \( \tilde{u}_n \) and \( \tilde{v}_n \) are considered as restricted variations, i.e., \( \delta \tilde{u}_n = 0 \) and \( \delta \tilde{v}_n = 0 \). The successive approximations \( u_{n+1}(x,t), v_{n+1}(x,t), n \geq 0 \), of the solutions \( u(x,t) \) and \( v(x,t) \) will be readily obtained by using selected functions \( u_0 \) and \( v_0 \). Consequently, the solutions are given by [25]
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3. Application of ADM to reaction-diffusion system:

In this section, we apply the ADM to solve the reaction-diffusion system

\[ u_t = au_{xx} - \alpha k \left( k u^\alpha - k u^\beta \right), \]

\[ v_t = bv_{xx} + \beta k \left( k u^\alpha - k u^\beta \right), \]

with initial data

\[ u(x, 0) = u_0(x), \]

\[ v(x, 0) = v_0(x). \]

Applying the inverse operator \( L_t^{-1} \) to the system (17), yields

\[ \sum_{n=0}^{\infty} u_n = u_0(x) + \alpha k \sum_{n=0}^{\infty} \mu_n \sum_{k=1}^{\infty} A_n L_t^{-1} \sum_{n=0}^{\infty} B_n, \]

\[ \sum_{n=0}^{\infty} v_n = v_0(x) + \beta k \sum_{n=0}^{\infty} \mu_n \sum_{k=1}^{\infty} A_n L_t^{-1} \sum_{n=0}^{\infty} B_n. \]

The components of Adomian polynomials can be obtained from (11). To clarify that, we have two cases:

Case (1): At \( \alpha = 1 \), then \( A_n \) reduce to \( u_n \).

Case (2): At \( \alpha \neq 1 \), then

\[ A_0 = u_0^\alpha, \]

\[ A_1 = au_0^{-1} u_1, \]

\[ A_2 = \frac{1}{2} \alpha (\alpha - 1) u_0^{-2} u_1^2 + au_0^{-1} u_2, \]

\[ \vdots \]

The same clarification can be shown for computing \( B_n \).

4. Application of VIM to reaction-diffusion system:

To solve the system (17) by means of VIM, we construct correction functionals which read

\[ u_{n+1}(x, t) = u_n(x, t) + \int_0^t \lambda_1 \left[ u_{nt} - au_{xx} + \alpha k \tilde{\mu}_n^\alpha - \alpha k \tilde{\nu}_n^\beta \right] \, d\tau, \]

\[ v_{n+1}(x, t) = v_n(x, t) + \int_0^t \lambda_2 \left[ v_{nt} - bv_{xx} - \beta k \tilde{\mu}_n^\alpha + \beta k \tilde{\nu}_n^\beta \right] \, d\tau, \]

where \( \tilde{\mu}_n \) and \( \tilde{\nu}_n \) are considered as restricted variations, i.e., \( \delta \tilde{\mu}_n = 0 \) and \( \delta \tilde{\nu}_n = 0 \). Its stationary conditions can be obtained as follows:

\[ \lambda_1'(\tau) = 0, \quad 1 + \lambda_1(\tau) \big|_{\tau=0} = 0, \]

\[ \lambda_2'(\tau) = 0, \quad 1 + \lambda_2(\tau) \big|_{\tau=0} = 0. \]

The Lagrange multipliers, therefore, can be identified as \( \lambda_1 = \lambda_2 = -1 \), and the iteration formulas are given by
\[ u_{n+1}(x,t) = u_n(x,t) - \int_0^t \left[ u_{n\tau} - a u_{xx} + \alpha k k \mu_n^a - \alpha k k \nu_n^b \right] d \tau, \]

...(21)

\[ v_{n+1}(x,t) = v_n(x,t) - \int_0^t \left[ v_{n\tau} - b v_{xx} - \beta k k \mu_n^a + \beta k k \nu_n^b \right] d \tau. \]

An illustrative example of an application of the two methods will be presented in the next section.

5. Numerical experiment:

We choose the reaction of the reversible dimerization of \( o \)-phenylenedioxydimethylsilane (2, 2-dimethyl-1, 2, 3-benzodioxasilole) which has been studied by \( ^1 \)H NMR spectroscopy (for further details see [19]). Since the reaction is of the type \( 2A \rightleftharpoons B \), the reaction terms take the form [13]

\[ r_A(u) = k_2 \mu^2 \quad \text{and} \quad r_B(v) = k_2 \nu. \]

Moreover, \( \alpha = 2 \) and \( \beta = 1 \). Then, it was possible to estimate rate constants for both reactions at the temperature \( T = 298K \),

\[ k_1 \approx 1.072 \cdot 10^{-4} \text{Lmol}^{-2} \quad \text{and} \quad k_2 \approx 2.363 \cdot 10^{-6} \text{Lmol}^{-2}, \]

and diffusion coefficients

\[ a \approx 1.579 \cdot 10^{-9} \text{m}^2 \text{s}^{-1} \quad \text{and} \quad b \approx 1.042 \cdot 10^{-9} \text{m}^2 \text{s}^{-1}. \]

The reaction-diffusion system (17) becomes

\[ u_t = a u_{xx} - 2k \left( k \mu^2 - k_2 \nu \right), \]

\[ v_t = b v_{xx} + k \left( k \mu^2 - k_2 \nu \right), \]

...(22)

and the initial conditions \( u_0 \) and \( v_0 \) are defined as follows:

\[ u_0(x) = \begin{cases} 
0 & \text{for } x \in [0,0.03] \\
\frac{1}{2} \sin \left( \frac{50\pi}{7} (x - 0.03) \right) & \text{for } x \in [0.03,0.1] 
\end{cases} \]

...(23)

and

\[ v_0(x) = \begin{cases} 
\frac{1}{4} \cos \left( \frac{50\pi}{7} x \right) & \text{for } x \in [0,0.07] \\
0 & \text{for } x \in [0.07,0.1] 
\end{cases} \]

...(24)

Using Adomian decomposition method, the equations (18) and (19) become

\[ \sum_{n=0}^\infty u_n = u_0(x) + aL^{-1}\left( \sum_{n=0}^\infty u_n \right) - 2k k_1L^{-1}\left( \sum_{n=0}^\infty A_n \right) + 2k k_2L^{-1}\left( \sum_{n=0}^\infty \nu_n \right), \]

...(25)

\[ \sum_{n=0}^\infty v_n = v_0(x) + bL^{-1}\left( \sum_{n=0}^\infty v_n \right) + k k_1L^{-1}\left( \sum_{n=0}^\infty A_n \right) - k k_2L^{-1}\left( \sum_{n=0}^\infty \nu_n \right). \]

...(26)

Hence, the recursive relations can be expressed as

\[ u_0(x,t) = u_0(x), \]

\[ u_{k+1}(x,t) = aL^{-1}(u_{kxx}) - 2k k_1L^{-1}(A_k) + 2k k_2L^{-1}(\nu_k), \]

\[ v_0(x,t) = v_0(x), \]

\[ v_{k+1}(x,t) = bL^{-1}(v_{kxx}) + k k_1L^{-1}(A_k) - k k_2L^{-1}(\nu_k), \]

\[ k \geq 0 \]
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\[ v_{k+1}(x,t) = bL^{-1}_k(v_{k+1}) + kk_1L^{-1}_k(A_k) - kkk_2L^{-1}_k(v_k), k \geq 0. \]

The first three components of Adomian polynomials read
\[
A_0 = u_0^2,
A_1 = 2u_0u_1,
A_2 = 2u_0u_2 + u_1^2.
\]

The solutions are obtained by using the initial conditions only. Consequently, the pair of zeroth components is given by
\[
u_0(x) = \begin{cases} 
0 & \text{for } x \in [0,0.03] \\
\frac{1}{2} \sin \left( \frac{50\pi}{7} (x - 0.03) \right) & \text{for } x \in [0.03,0.07] \\
\frac{1}{2} \sin \left( \frac{50\pi}{7} (x - 0.03) \right) & \text{for } x \in [0.07,0.1] \\
\frac{1}{4} \cos \left( \frac{50\pi}{7} x \right) & \text{for } x \in [0,0.03] \\
\frac{1}{4} \cos \left( \frac{50\pi}{7} x \right) & \text{for } x \in [0.03,0.07] \\
0 & \text{for } x \in [0.07,0.1] 
\end{cases}
\]... (27)

and the pair of first components read
\[
u_1(x,t) = \begin{cases} 
u_{11}(x,t) & \text{for } x \in [0,0.03] \\
u_{12}(x,t) & \text{for } x \in [0.03,0.07] \\
u_{13}(x,t) & \text{for } x \in [0.07,0.1] 
\end{cases}
\]
\[
u_{11}(x,t) = \frac{kk_2}{2} \cos \left( \frac{50\pi}{7} x \right) t, 
\]
\[
u_{12}(x,t) = -\frac{1250}{49} \pi^2 a \sin \left( \frac{50\pi}{7} (x - 0.03) \right) t - \frac{kk_1}{2} \sin^2 \left( \frac{50\pi}{7} (x - 0.03) \right) t 
\]
\[+ \frac{kk_2}{2} \cos \left( \frac{50\pi}{7} x \right) t,
\]
\[
u_{13}(x,t) = -\frac{1250}{49} \pi^2 a \sin \left( \frac{50\pi}{7} (x - 0.03) \right) t - \frac{kk_1}{2} \sin^2 \left( \frac{50\pi}{7} (x - 0.03) \right) t,
\]
\[
u_1(x,t) = \begin{cases} v_{11}(x,t) & \text{for } x \in [0,0.03] \\
v_{12}(x,t) & \text{for } x \in [0.03,0.07] \\
v_{13}(x,t) & \text{for } x \in [0.07,0.1] 
\end{cases}
\]
\[
v_{11}(x,t) = -\frac{625}{49} \pi^2 b \cos \left( \frac{50\pi}{7} x \right) t - \frac{kk_2}{4} \cos \left( \frac{50\pi}{7} x \right) t,
\]
\[
v_{12}(x,t) = -\frac{625}{49} \pi^2 b \cos \left( \frac{50\pi}{7} x \right) t + \frac{kk_1}{4} \sin \left( \frac{50\pi}{7} (x - 0.03) \right) t - \frac{kk_2}{4} \cos \left( \frac{50\pi}{7} x \right) t,
\]
\[ v_{13}(x,t) = \frac{kk_1}{4} \sin^2 \left( \frac{50\pi}{7} (x - 0.03) \right) t. \]

We found the approximations \( u(x,t) \) and \( v(x,t) \) until \( n = 3 \), i.e.,

\[
\begin{align*}
  u(x,t) & \equiv \sum_{n=0}^{3} u_n(x,t) \\
  v(x,t) & \equiv \sum_{n=0}^{3} v_n(x,t)
\end{align*}
\]

The numerical results will be shown later in Tables 1–3 and Figs. 1–2.

Now, we solve the system (22) by the means of variational iteration method. The iteration formulas (21) become

\[
\begin{align*}
  u_{n+1}(x,t) &= u_n(x,t) - \int_{0}^{t} \left[ u_{nt} - au_{nxx} + 2kk_1u_n^2 - 2kk_2v_n \right] d\tau, \\
  v_{n+1}(x,t) &= v_n(x,t) - \int_{0}^{t} \left[ v_{nt} - bv_{nxx} - kk_1u_n^2 + kk_2v_n \right] d\tau.
\end{align*}
\]

We start with the initial approximations given by (27) and (28), with the above iteration formulas, we found the pair of first components

\[
\begin{align*}
  u_1(x,t) &= \begin{cases} 
    u_{11}(x,t) & \text{for } x \in [0,0.03] \\
    u_{12}(x,t) & \text{for } x \in [0.03,0.07] \\
    u_{13}(x,t) & \text{for } x \in [0.07,0.1], 
  \end{cases} \\
  u_{11}(x,t) &= \frac{1}{2} kk_2 \cos \left( \frac{50\pi}{7} x \right) t, \\
  u_{12}(x,t) &= \frac{1}{2} \sin \left( \frac{50\pi}{7} (x - 0.03) \right) - \frac{1250}{49} \pi^2 a \sin \left( \frac{50\pi}{7} (x - 0.03) \right) t \\
  &\quad - \frac{kk_2}{2} \sin^2 \left( \frac{50\pi}{7} (x - 0.03) \right) t + \frac{kk_2}{2} \cos \left( \frac{50\pi}{7} x \right) t, \\
  u_{13}(x,t) &= \frac{1}{2} \sin \left( \frac{50\pi}{7} (x - 0.03) \right) - \frac{1250}{49} \pi^2 a \sin \left( \frac{50\pi}{7} (x - 0.03) \right) t \\
  &\quad - \frac{kk_2}{2} \sin^2 \left( \frac{50\pi}{7} (x - 0.03) \right) t, \\
  v_1(x,t) &= \begin{cases} 
    v_{11}(x,t) & \text{for } x \in [0,0.03] \\
    v_{12}(x,t) & \text{for } x \in [0.03,0.07] \\
    v_{13}(x,t) & \text{for } x \in [0.07,0.1], 
  \end{cases} \\
  v_{11}(x,t) &= \frac{1}{4} \cos \left( \frac{50\pi}{7} x \right) - \frac{625}{49} \pi^2 b \cos \left( \frac{50\pi}{7} x \right) t - \frac{kk_2}{4} \cos \left( \frac{50\pi}{7} x \right) t,
\end{align*}
\]
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\[ v_{12}(x,t) = \frac{1}{4} \cos\left(\frac{50\pi}{7} x\right) - \frac{625}{49} \pi^2 b \cos\left(\frac{50\pi}{7} x\right) + \frac{kk_1}{4} \sin^2\left(\frac{50\pi}{7} (x - 0.03)\right) t \]

\[ v_{13}(x,t) = \frac{kk_1}{4} \sin^2\left(\frac{50\pi}{7} (x - 0.03)\right) t. \]

We found the approximations \( u_3(x,t) \) and \( v_3(x,t) \) by the means of VIM. We also found the approximation \( w \) in terms of \( u(x,t) \) and \( v(x,t) \), where, \( w(x,t) = \frac{1}{\alpha} u(x,t) + \frac{1}{\beta} v(x,t) \). The obtained numerical results are summarized in Tables 1–3. Also, Figs. 1 and 2 show the numerical solution of \( u(x,t) \), \( v(x,t) \) and \( w(x,t) \) obtained by ADM and VIM for different values of \( t \) and \( k \). The comparison shows that the two solutions obtained are in excellent agreement.

**Table 1**: Comparison of the approximate values of \( u(x,t) \) obtained by ADM and VIM

<table>
<thead>
<tr>
<th>k = 1</th>
<th>ADM</th>
<th>VIM</th>
<th>k = 16</th>
<th>ADM</th>
<th>VIM</th>
</tr>
</thead>
<tbody>
<tr>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>t = 1</td>
<td>0</td>
<td>1.1814978242374e-06</td>
<td>1.1814978242374e-06</td>
<td>1.8903629760575e-05</td>
<td>1.8903629760575e-05</td>
</tr>
<tr>
<td>0.02</td>
<td>1.06449275718299e-06</td>
<td>1.06449275718299e-06</td>
<td>1.70315819406125e-05</td>
<td>1.70315819406125e-05</td>
<td></td>
</tr>
<tr>
<td>0.04</td>
<td>0.111258461144262</td>
<td>0.111258461144262</td>
<td>0.111229712112651</td>
<td>0.111229712112651</td>
<td></td>
</tr>
<tr>
<td>0.06</td>
<td>0.311724080934518</td>
<td>0.311724080934518</td>
<td>0.3114158344545380</td>
<td>0.3114158344545380</td>
<td></td>
</tr>
<tr>
<td>0.08</td>
<td>0.450440570555619</td>
<td>0.450440570555619</td>
<td>0.449789011581172</td>
<td>0.449789011581172</td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>0.4994608340295</td>
<td>0.4994608340295</td>
<td>0.499143488414013</td>
<td>0.499143488414013</td>
<td></td>
</tr>
<tr>
<td>t = 10</td>
<td>0</td>
<td>1.1814978242374e-05</td>
<td>1.1814978242374e-05</td>
<td>0.000189002612493013</td>
<td>0.000189002612493013</td>
</tr>
<tr>
<td>0.02</td>
<td>1.06449275718299e-06</td>
<td>1.06449275718299e-06</td>
<td>0.000170285506268076</td>
<td>0.000170285506268076</td>
<td></td>
</tr>
<tr>
<td>0.04</td>
<td>0.111258461144262</td>
<td>0.111258461144262</td>
<td>0.110953967697041</td>
<td>0.110953967697041</td>
<td></td>
</tr>
<tr>
<td>0.06</td>
<td>0.311724080934518</td>
<td>0.311724080934518</td>
<td>0.308486109671180</td>
<td>0.308486109671180</td>
<td></td>
</tr>
<tr>
<td>0.08</td>
<td>0.450440570555619</td>
<td>0.450440570555619</td>
<td>0.443626629273357</td>
<td>0.443626629273357</td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>0.4994608340295</td>
<td>0.4994608340295</td>
<td>0.491566313818436</td>
<td>0.491566313818436</td>
<td></td>
</tr>
</tbody>
</table>

**Table 2**: Comparison of the approximate values of \( v(x,t) \) obtained by ADM and VIM

<table>
<thead>
<tr>
<th>k = 1</th>
<th>ADM</th>
<th>VIM</th>
<th>k = 16</th>
<th>ADM</th>
<th>VIM</th>
</tr>
</thead>
<tbody>
<tr>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>t = 1</td>
<td>0</td>
<td>0.24999278075943</td>
<td>0.24999278075943</td>
<td>0.249990417008777</td>
<td>0.249990417008777</td>
</tr>
<tr>
<td>0.02</td>
<td>0.22524156544505</td>
<td>0.22524156544505</td>
<td>0.225233582998833</td>
<td>0.225233582998833</td>
<td></td>
</tr>
<tr>
<td>0.04</td>
<td>0.155873327356743</td>
<td>0.155873327356743</td>
<td>0.155887701773949</td>
<td>0.155887701773949</td>
<td></td>
</tr>
<tr>
<td>0.06</td>
<td>0.0556404903603832</td>
<td>0.0556404903603832</td>
<td>0.0557946135306025</td>
<td>0.0557946135306025</td>
<td></td>
</tr>
<tr>
<td>0.08</td>
<td>2.17526106277004e-05</td>
<td>2.17526106277004e-05</td>
<td>0.0000347532165547758</td>
<td>0.0000347532165547758</td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>2.67970603236036e-05</td>
<td>2.67970603236036e-05</td>
<td>0.000428057131968682</td>
<td>0.000428057131968682</td>
<td></td>
</tr>
</tbody>
</table>

| t = 10| 0   | 0.249992780853291 | 0.249992780853291 | 0.249990418681842 | 0.249990418681842 |
| 0.02  | 0.225235712749163 | 0.225235712749163 | 0.225155892263641 | 0.225155892263641 |
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<table>
<thead>
<tr>
<th>t=0</th>
<th>x</th>
<th>ADM</th>
<th>VIM</th>
<th>ADM</th>
<th>VIM</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.04</td>
<td>0</td>
<td>0.155881218289336</td>
<td>0.155881218289336</td>
<td>0.156024429485341</td>
<td>0.156024429481474</td>
</tr>
<tr>
<td>0.06</td>
<td>0</td>
<td>0.0557327388180435</td>
<td>0.0557327388180435</td>
<td>0.0572580953762259</td>
<td>0.0572580940346638</td>
</tr>
<tr>
<td>0.08</td>
<td>0</td>
<td>0.000217332550719252</td>
<td>0.000217332550719252</td>
<td>0.00342711857880960</td>
<td>0.00342710996549422</td>
</tr>
<tr>
<td>0.1</td>
<td>0</td>
<td>0.00027706319170774</td>
<td>0.000267706318943284</td>
<td>0.00421486672459296</td>
<td>0.00421485224502687</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>t=10</th>
<th>x</th>
<th>ADM</th>
<th>VIM</th>
<th>ADM</th>
<th>VIM</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.04</td>
<td>0</td>
<td>0.24999868824855</td>
<td>0.24999868824855</td>
<td>0.24999868823657</td>
<td>0.24999868823657</td>
</tr>
<tr>
<td>0.06</td>
<td>0</td>
<td>0.225242098790883</td>
<td>0.225242098790883</td>
<td>0.225242098789804</td>
<td>0.225242098789804</td>
</tr>
<tr>
<td>0.08</td>
<td>0</td>
<td>0.211502557928874</td>
<td>0.211502557928874</td>
<td>0.211502557830275</td>
<td>0.211502557830275</td>
</tr>
<tr>
<td>0.1</td>
<td>0</td>
<td>0.211502530827642</td>
<td>0.211502530827642</td>
<td>0.211502530803293</td>
<td>0.211502530803293</td>
</tr>
</tbody>
</table>

<p>| Table 3: Comparison of the approximate values of w(x,t) obtained by ADM and VIM |
|-----|----|---------|---------|---------|---------|</p>
<table>
<thead>
<tr>
<th>t=1</th>
<th>k=1</th>
<th>x</th>
<th>ADM</th>
<th>VIM</th>
<th>k=16</th>
<th>ADM</th>
<th>VIM</th>
</tr>
</thead>
<tbody>
<tr>
<td>t=1</td>
<td>0</td>
<td>0.24999868824855</td>
<td>0.24999868823657</td>
<td>0.24999868823657</td>
<td>0.24999868823657</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.02</td>
<td>0.225242098790883</td>
<td>0.225242098789804</td>
<td>0.225242098789804</td>
<td>0.225242098789804</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.04</td>
<td>0.211502557928874</td>
<td>0.211502557830275</td>
<td>0.211502557830275</td>
<td>0.211502557830275</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.06</td>
<td>0.211502530827642</td>
<td>0.211502530803293</td>
<td>0.211502530803293</td>
<td>0.211502530803293</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.08</td>
<td>0.225242037888437</td>
<td>0.225242037956134</td>
<td>0.225242037956134</td>
<td>0.225242037956134</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>0.249999801230471</td>
<td>0.249999801338975</td>
<td>0.249999801338975</td>
<td>0.249999801338975</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>t=10</th>
<th>k=1</th>
<th>x</th>
<th>ADM</th>
<th>VIM</th>
<th>k=16</th>
<th>ADM</th>
<th>VIM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
<td>0.249998688244461</td>
<td>0.249998688244461</td>
<td>0.249998688124671</td>
<td>0.249998688124671</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.02</td>
<td>0.225241035124702</td>
<td>0.2252410351016775</td>
<td>0.2252410351016775</td>
<td>0.2252410351016775</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.04</td>
<td>0.211501423116634</td>
<td>0.211501413333862</td>
<td>0.211501413333709</td>
<td>0.211501413333709</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.06</td>
<td>0.211501152551369</td>
<td>0.211501152551369</td>
<td>0.211501152551369</td>
<td>0.211501152551369</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.08</td>
<td>0.225240426516673</td>
<td>0.225240433215716</td>
<td>0.225240433215716</td>
<td>0.225240433215716</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>0.249998012963255</td>
<td>0.249998023633811</td>
<td>0.249998023634949</td>
<td>0.249998023634949</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Fig.1. (a) The numerical results for $u(x,t)$ obtained by ADM with $k = 1$, (b) The numerical results for $u(x,t)$ obtained by VIM with $k = 1$, (c) The numerical results for $v(x,t)$ obtained by ADM with $k = 1$, (d) The numerical results for $v(x,t)$ obtained by VIM with $k = 1$, (e) The numerical results for $w(x,t)$ obtained by ADM with $k = 1$, (f) The numerical results for $w(x,t)$ obtained by VIM with $k = 1$.
Fig. 2. (a) The numerical results for $u(x,t)$ obtained by ADM with $k = 16$, (b) The numerical results for $u(x,t)$ obtained by VIM with $k = 16$, (c) The numerical results for $v(x,t)$ obtained by ADM with $k = 16$, (d) The numerical results for $v(x,t)$ obtained by VIM with $k = 16$, (e) The numerical results for $w(x,t)$ obtained by ADM with $k = 16$, (f) The numerical results for $w(x,t)$ obtained by VIM with $k = 16$. 
6. Conclusions

In this paper, the Adomian decomposition method (ADM) and variational iteration method (VIM) were implemented to solve reaction-diffusion system which describes a fast reversible chemical reaction. The VIM reduces the volume of calculations by not requiring the Adomian polynomials while ADM requires the use of Adomian polynomials for non-linear terms, and this needs more work. However, the results show that the two methods are very simple and effective for non-linear problems. In our work, we used Matlab codes to obtain the solutions from the two algorithms.
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