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Introduction

Various governments, and the European Union as a whole, have chosen to invest in new technological devices to foster a proactive attitude against terror (e.g., closed circuit television, passenger scanning, data retention, eavesdropping, biometric passport). Although these technologies are expected to enhance public security, they are subjecting ordinary citizens to an increasing amount of permanent surveillance, potentially causing infringements of privacy and a restriction of fundamental rights.

The relationship between privacy and security has traditionally been seen as a trade-off, whereby any increase in security would inevitably curb the privacy enjoyed by the citizenry. Thus, mainstream literature on the public perception of security technologies generally aims at enquiring how much privacy citizens are willing to trade in exchange for greater security. The trade-off model has, however, been criticised, because it approaches privacy and security in abstract terms, and because it reduces public opinion to one specific attitude, which considers these technologies as useful in terms of security but potentially harmful in terms of privacy.
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This paper has two main objectives. First, it considers the right to privacy and the right to security, the relationship between them and the criticism that has been levelled at the traditional trade-off approach. Second, the paper provides the background for a project which aims to devise an alternative to the traditional trade-off model, wherein our political masters, aided and abetted by the security industry, often appear willing to sacrifice some of the citizenry’s privacy in order to better secure society against more terrorist attacks such as those that have already marred the early 21st century. The paper refers to European policies that support the surveillance and security research funded by the European Commission. In particular, it highlights the PRISMS project, which began in January 2012 and carries on for 42 months. The project aims to conduct a major survey across all EU Member States to gather the views of citizens on privacy and security. It also aims to develop a decision support system for policy-makers and other users of surveillance systems that will help them understand the ramifications of prospective investments in surveillance systems and avoid jeopardising the European fundamental right to privacy.

The right to privacy

Though the concept of privacy is hard to define precisely, some common understanding of various components of privacy exists. Privacy can be understood as a social value and public good as well as an individual value (Regan 1995; Gutwirth 2002; Bennett and Raab 2006; Solove 2008). Following Solove, Zureik et al. (2010) discern six dimensions of privacy: (1) the right to be let alone, (2) limited access to the self, (3) secrecy, (4) control of personal information, (5) personhood and (6) intimacy. This is an extension of the distinction made by Alan Westin (1967), differentiating between solitude, intimacy, anonymity and reserve as leading principles indicating the relevance of privacy for individuals. Echoing these multi-dimensional conceptualisations of privacy, the European Court of Human Rights (ECtHR) has ruled that it is neither possible nor necessary to determine the content of privacy in an exhaustive way (Niemietz vs. Federal Republic of Germany, 1992, Pretty vs. United Kingdom, 2002)¹, and it can thus cover a wide range of issues such as integrity, access to information and public documents, secrecy of correspondence and communication, protection of the domicile, protection of personal data, wiretapping, gender, health, identity, sexual orientation, protection against environmental nuisances, and so on; the list is, of course, not exhaustive (Gutwirth 2002; Sudre et al. 2003; Sudre 2005).

However, and in spite of the fact that privacy entails some informational control, not all issues of information control pertain to the privacy of individuals (De Hert and Gutwirth 2009). That is the reason why the European legal framework is composed of both a right to privacy and of a right to the protection of personal data, as embodied by the 2000 EU Charter of Fundamental Rights in its articles 7 and 8. Therefore, the European regulatory framework is composed of a right centred on the
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¹ § 29 of the Niemietz judgment says: “The Court does not consider it possible or necessary to attempt an exhaustive definition of the notion of ‘private life’. However, it would be too restrictive to limit the notion to an ‘inner circle’ in which the individual may live his own personal life as he chooses and to exclude there from entirely the outside world not encompassed within that circle. Respect for private life must also comprise to a certain degree the right to establish and develop relationships with other human beings.”
Having two separate rights is no coincidence. Indeed, both of them aim at the protection of privacy as a political value, i.e., the political private sphere. Yet, they do so by obeying two different constitutional logics, respectively a prohibitive or “opacity” logic, and a regulatory or “transparency” logic. By default, privacy proscribes interferences with one’s autonomy, while data protection, by default, acknowledges that the processing of personal data is legitimate if a number of conditions are met. Privacy shields the citizens and protects their opacity, while data protection accepts the processing of personal data and aims at rendering it transparent (De Hert and Gutwirth 2006). In other words, privacy as a political value is legally embodied in two different rights that both aim at protecting it, though through different means.

The increasing impact of technology on privacy is obvious. Since the first famous incident with privacy intrusion due to a ‘mobile camera’, eloquently described by Warren and Brandeis (1890), the emergence of ever more intrusive technologies has altered the discourse on privacy fundamentally. People’s perception of privacy and the differentiation that can be made between so-called fundamentalist, pragmatic and unconcerned citizens shows changes over time but show some consistency in the distribution along these three groups as well (Kumaraguru and Cranor 2005; similar in Murphy 2007). Surveys indicate that awareness of privacy intrusion is still high while the precise contexts are relevant for the determination of how people experience the intrusions (Attema and de Nood 2010).

In a European policy context, the focus is more on protection of personal data than on the protection of privacy. The first European data protection directive, originating from 1995 (Directive 95/46/EC), incorporates principles promulgated in the 1970s and early 1980s (OECD 1980) and that focus on protection of personal data. Judicial and police affairs have been dealt with in separate European directives, and in some sectors (such as health) specific privacy regulations have come into place as well. But the Data Protection Directive has held the most relevant privacy principles. From May 2009, the Commission undertook an intense round of consultation with stakeholders about the need to update the data protection framework. This eventually led to its publication of a proposal for a Regulation in late January 2012 (European Commission 2012, De Hert et al. 2012). The Commission has proposed a Regulation of the European Parliament and the Council in place of the Directive which it supersedes because the Regulation will be directly applicable in the Member States unlike the Directive which had been transposed by the Member States in somewhat different ways. Thus, the Regulation aims to instil much greater harmonisation of the data protection framework in Europe and to avoid the fragmentation, the differing rules that have marked the regime until now.²

The proposed Regulation, while building firmly on the foundation of the 95/46/EC directive, introduces many new changes. It enshrines a right to be forgotten (Article 17). The Regulation envisages greater use of privacy by design (data protection by design, Article 23) and the use of privacy seals (Article 39). It has

² In its regulatory reform package officially released on 25 January 2012, the Commission also proposed a Directive “on the protection of individuals with regard to the processing of personal data by competent authorities for the purposes of prevention, investigation, detection or prosecution of criminal offences or the execution of criminal penalties, and the free movement of such data”.
provisions for mandatory notifications of personal data breaches to the data protection authority (Article 31) and data subjects (Article 32). It would make privacy impact assessments (here termed data protection impact assessments) mandatory (Article 33). Companies with 250 employees or more would be obliged to have a data protection officer (Article 35). The Article 29 Working Party would be replaced by a European Data Protection Board (Article 64). Penalties for violating the Regulation would range up to 2 per cent of turnover (Article 79).

Several elements in the draft Regulation make clear that privacy features must be integrated into the entire development process of a system from its earliest conception onwards. Thus, privacy and data protection will be an indistinguishable part of any system and any perceived system change (Hustinx 2010; van Lieshout et al. 2011). The fact that the European Commission is putting an increasing emphasis upon “privacy-oriented” tools is not a coincidence. Developments in the ICT environment have created new practices that threaten the privacy of individuals without actually processing their personal data. Indeed, when using various ICTs, individuals leave a vast number of electronic traces (e.g., IP addresses) that are not personal data in the sense of the relevant directives, but which nonetheless become the resources of extensive profiling activities that entail several risks for the privacy of the persons concerned (De Hert and Gutwirth 2008). That is the reason why the amended e-privacy directive (Directive 2002/58/EC) regulates data that are not stricto sensu personal data: traffic and location data. It is, therefore, not without dangers, especially in the field of ICTs, to equate privacy and data protection, since this position fails to deal with infringements upon privacy that are not linked to the processing of personal data.

The right to security

The concept of security is at least as difficult to approach as privacy. Different languages have different words and different connotations for the meaning of security. In English, words such as security, safety and continuity are used for different aspects of being and feeling secure (Bauman 1999). The German word Sicherheit refers to both security and safety while the Dutch and French use two different words as well (veiligheid and zekerheid, sécurité and sûreté). Security implies freedom from risks and dangers. It is used in various contexts, from social security to technologically secure systems. Information security is a distinct branch which refers to secure handling of information, preventing unauthorised access and use of data. Secure communications are communications which function as expected and which are robust and vital, able to resist attacks on their functionality. For individual citizens, security is related to the absence of dangers with reference to the external environment but also relates to issues of social comfort (family life, health), financial certainties and personal deployment opportunities.

Within the policy context of the European Union, security relates to the integrity of the European Union as a whole, the protection of its outer borders and the fight against criminality, terrorism, fraud and illegal immigration. This is what the European Commission identifies as belonging to its internal security, and for which it has developed over time a large set of measures and practices (with external security relating to securing the position of Europe vis-à-vis external developments and threats
in the external environment). External security relates to maintaining sovereignty in
the face of attackers and extends to peace-keeping operations and the like.

With globalisation, the rise of new economic superpowers and the
accompanying change in power relations, the idea of security in a globalised world is
fundamentally more complex and difficult than it used to be. The German sociologist
Ulrich Beck points at the detrimental feedback mechanisms that cannot be brought
back under control due to their reflexive characteristics, popping up as unforeseen and
unwanted side-effects of previous attempts to control specific societal practices (Beck
1986). The concept present in the work of Beck, Giddens and Lash (1994) that can
serve as a bridge between the concept of privacy and security is the concept of risk.
Both privacy and security are related to the notion of risk and risk containment.
Containment of risk requires surveillance, directed at natural dangers (e.g., occurrence
of earthquakes) as well as man-made dangers (nuclear reactors, air traffic). The very
moment surveillance relates to individual persons, however, infringement of privacy
may be at stake.

The relationship between privacy and security

Privacy and security are problematic because they are open to a variety of social,
political and scientific interpretations and explanations. Each concept needs to be
considered in a multidisciplinary way in order to grasp the dynamics that determine
the interpretation and evaluation of these concepts by various stakeholder
communities. Media, politics, technology, criminology and law all present a different
perspective on privacy and security. These perspectives contribute in their own
manner to the creation and construction of the public’s perception of privacy and
security. The challenge is to unravel these various dimensions in the construction of
these concepts such that the perspectives and attitudes of citizens can be empirically
questioned.

No commonly shared definitions of privacy and security exist. These concepts
have contested ontological and epistemological backgrounds, though certain
similarities in approach can be discerned. The often heard assumption that privacy is
an individual value, reflecting liberal principles about role distribution between
citizens and the state, is contested on the ground that this lends too much support for a
restrictive policy towards privacy and that especially the social, collective value of
privacy is relevant from a societal and political perspective (e.g. Regan 1995). One
can find descriptive accounts of privacy, relating to what privacy is, to normative
accounts which focus on the value of privacy and the level of privacy to be protected.
Legal accounts focus on the right to privacy and to what extent this should be
regulated, while sociological accounts focus on the interests that people experience in
protecting privacy (for a delimitation of the concepts see Gutwirth et al. 2011).

Can privacy and security be reconciled? There is abundant evidence that many
technologies aimed at enhancing security are subjecting citizens to an increasing
amount of surveillance and, in many cases, causing infringements of privacy and
fundamental rights. Scarcely a day goes by without stories in the press about how we
are losing our privacy as a result of increasingly stringent security requirements.

The traditional “trade-off” model between privacy and security (presupposing
citizens make an informed judgement in trading off the one for the other) can be and
has been criticised because it is based upon invalid assumptions about people’s attitudes and understanding of privacy and security. Both privacy and security are multi-dimensional and contextual concepts, which cannot be reduced to simplistic descriptions. The systematic recourse to the notion of “balancing” suggests that privacy and security can only be enforced at each other’s expense, while the obvious challenge is inventing a way to enforce both without loss on either side.

The often supposed relationship between security and privacy in terms of a trade-off poses an intellectual and policy challenge: Is it possible to empirically contest existing ideas which have dominated national and European policy-making for too long, that having more security leads to less privacy?

Reconciling the right to privacy and the right to security

Privacy has often been pitted against other social values, notably security. Policy-makers may curtail privacy for security reasons. After 9/11 and the bombings in Madrid in March 2004 and London in July 2005, policy-makers in the US, the UK, EU and elsewhere took a number of initiatives, supposedly in the interests of making our society safer against the threats of terrorism. For example, the Bush administration in the US engaged in warrantless telephone intercepts. The EU introduced the Data Retention Directive whereby electronic communications suppliers were required to retain certain phone call and e-mail information, though not the actual content, for up to two years. Many critics regarded such measures as an infringement of privacy. Our privacy was being traded off against security (or security theatre, to use Bruce Schneier’s term), the effectiveness of which has been called into question.

It is not just our political leaders who engage in the process of balancing privacy against other values, in this case security. Virtually all stakeholders are engaged in this balancing process, often on a daily basis. Individuals make trade-offs when they consider how much personal data they are willing to give to service providers in exchange for a service. Industry players, concerned about trust and reputation, must balance their desire to collect as much personal data of their customers as possible against the potential reaction of their customers to undue intrusion. The same media who rail against the laxity of governments and companies in not preventing data theft or loss are often engaged in reporting on the ‘private’ lives of public figures, sometimes illegally by intercepting mobile calls (Marsden 2009). Governmental officials share personal data in an effort to counter benefit fraud or to detect children at risk of abuse.

Much has been written in academic journals (and elsewhere) about the trade-offs between privacy and other social values, notably security. Many scholars see the trade-off as problematic because it weighs apples and oranges: how can one weigh one value (privacy) against another value (security), which are two different values? If privacy is regarded as a cornerstone of democracy, then sacrificing privacy in the
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3 The Supreme Court of Canada has stated that “society has come to realize that privacy is at the heart of liberty in a modern state … Grounded in man’s physical and moral autonomy, privacy is essential for the well-being of the individual” (R. v. Dyment, 1988). Goold (2009) states: “Without privacy, it is much harder for dissent to flourish or for democracy to remain healthy and robust. Equally, without privacy the individual is always at the mercy of the state, forced to explain why the government should
name of security undermines democracy itself. Do we want to be completely secure in a police state? Lucia Zedner (2009, 135-6) concisely points out the problems with the balancing metaphor.

First… rebalancing presupposes an existing imbalance that can be calibrated with sufficient precision for it to be possible to say what adjustment is necessary in order to restore security. Yet terrorist attacks create a political climate of fear that is not conducive to sober assessment of the gravity of the threat posed.…

A second ground for caution is the question of whose interests lie in the scales when rebalancing is proposed. This issue is generally fudged by the implicit suggestion that security is to be enjoyed by all. In practice the balance is commonly set as between the security interests of the majority and the civil liberties of that small minority of suspects who find themselves subject to state investigation… The purported balance between liberty and security is thus in reality a ‘proposal to trade off the liberties of a few against the security of the majority’…

Third, claims to rebalance rarely entail a close consideration of what lies in the scales. Any talk of balancing implies commensurability, but… there are at least two grounds for doubting the commensurability of security and liberty interests. The first is that, as we have already observed, we are weighing collective interests against those of small minorities or individuals. The second is what might be called temporal dissonance, namely the fact that we seek to weigh known present interests (in liberty) against future uncertainties (in respect of security risks). Although the certain loss of liberty might be expected to prevail over uncertain future security benefits, future risks tend to outweigh present interests precisely because they are unknowable but potentially catastrophic. Fundamental rights that ought to be considered non-derogable and to be protected are placed in peril by the consequentialist claims of security.

Together, these concerns should provide a powerful check upon demands to rebalance in the name of security. As Thomas concludes: ‘the idea of trading off freedom for safety on a sliding scale is a scientific chimera . . . Balance should not enter the equation: it is false and misleading’…. Given the powerful political appeal of balancing, the primary challenge is to find an alternative rhetoric with which to frame the debate.

Finding a credible, alternative rhetoric remains a challenge. This perhaps accounts for the somewhat schizophrenic policies that have characterised the approaches adopted by governments and the EU. Policy-makers wish to be seen adopting a tough approach against terrorism – to protect democracy – yet at the same time at least some of them recognise that the measures adopted threaten the very democratic values and fundamental rights, including perhaps especially privacy, they seek to protect. In the next section, we review and discuss the key policies that have framed this debate at the European level.

**EU security policies**

The European Commission’s security strategy has evolved from various programmes and actions. Over the past decade, the Tampere programme (1999-2004), the Hague programme (2005-2009) and most recently the Stockholm programme (2010-2014) form the basis of the Commission’s internal security strategy. Various events (the
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not know something rather than being in the position to demand why questions are being asked in the first place.”
attack on the World Trade Center in New York, the bombings in Madrid and London) contributed to the request for new measures to safeguard Europe and its Member States from terrorist attacks and opened the door to a variety of measures which were potentially intrusive on personal privacy (such as CCTVs and biometric identification techniques).

The new security threats and challenges after the 9/11 attacks were recognised in December 2003 with the adoption of the EU Security Strategy (Council of the European Union 2003) and the European Commission’s decision to establish an EU Security Research Programme (ESRP). As a first step, the European Commission decided to form a “Group of Personalities” (GoP) with members from the Commission, research institutions and the European security and defence industry to oversee the development of the ESRP. In their report, presented in March 2004, the GoP stated that the EU needed to develop capabilities to protect the security of its citizens and that “Europe must take advantage of its technological strengths” to achieve these goals (GoP 2004). The European Commission seized upon these suggestions in its Communication on security research (European Commission 2004b) and the subsequent enhancement of European industrial potential in the field of security research (European Commission 2004a). It specified in its 2006 Security Research Agenda that security research should be aimed at identifying and protecting against unlawful or intentional malicious acts harming European societies (ESRAB 2006). The GoP report makes the point that “technology itself cannot guarantee security, but security without the support of technology is impossible”. It provides public authorities with information about threats, which is needed to build effective protection against them.

The European Security Research Advisory Board (ESRAB), which was established to provide advice to the European Commission and to oversee the ESRP, explained in 2006 that “improving situation awareness and assessment” requires “the capture, fusion, correlation and interpretation of disparate forms of real-time and historical data and their presentation in a clear manner, facilitating effective decision-making and performance in a complex environment. Interoperable databases will be essential to allow surveillance information to be cross-referenced against multiple heterogeneous sources” (ESRAB 2006). This statement basically says that more security is only possible at the price of collecting more information and increased surveillance which immediately raises questions of privacy and data protection. Many of the projects funded under the European Commission’s Preparatory Action for Security Research (PASR) and in the first two calls on security research in the EC’s Seventh Framework Programme concern this kind of surveillance technology. The necessity of (smart) surveillance is especially stressed for border security, protection against terrorism and organised crime, and critical infrastructure protection (ESRAB 2006).

In its 2010 Communication, the European Commission presents an overview of European initiatives to safeguard the security of its citizens by combating criminal and terrorist behaviour and fighting illegal immigration (European Commission 2010b). It identifies 18 different initiatives, some of which were established several years ago (e.g., the Schengen Information System) and some are the result of the heightened threat alerts in recent years. Some are still in the stage of implementation,
such as the Registered Travellers Programme (part of the Smart Borders Package) for which legislation is expected in 2012 (European Commission 2011).

In its analysis, the Commission concludes that most systems are functionally separate and have separate legislation covering their operation, thus building in safeguards for function creep, i.e., the danger arises when a system can be used for other function or purposes in addition to those originally envisaged, thereby potentially eroding data protection safeguards). On the other hand, the Commission acknowledges that many systems collect similar data (15 out of 18 collect biometric data) that could be shared to validate, update or complete data sets. Six out of 18 initiatives are centralised systems, and many use the same secured European infrastructure (European Commission 2006). In addition the Commission proposes a centralised IT agency to help improve operating centralised and decentralised data exchange practices.

Regulations concerning data retention vary considerably, from 24 hours for Advanced Passenger Information to 15 years for Passenger Name Records (PNR) collected by the USA. Though a formal review process for all initiatives is in place, hard evidence for the effectiveness of the initiatives is lacking. For some initiatives, anecdotal evidence is presented which shows beneficial effects of some measures (the Data Retention Directive, Cybercrime Alert Platforms, Europol, Eurojust, Passenger Name Records, Terrorist Finance Tracking Programme) and for other initiatives, figures are presented on assets or items collected, but no systematic appraisal of the effectiveness of surveillance systems is presented. No information is provided about the acceptance of these systems by European citizens nor the extent to which they trust surveillance initiatives for improving their security.

Recognising this problematic potential of surveillance technologies, the Commission stated as early as 2004 that in security research “individual rights, democratic values, ethics and liberties need to be respected. A balance must be struck between surveillance and control to minimise the potential impact of terrorist action, and respect for human rights, privacy, social and community cohesion and the successful integration of minority communities” (European Commission 2004b). The EC’s 2009 Communication on freedom, security and justice reinforced this claim: “The area of freedom, security and justice must above all be a single area in which fundamental rights are protected, and in which respect for the human person and human dignity, and for the other rights enshrined in the Charter of Fundamental Rights, is a core value” (European Commission 2009a). The same Communication goes on to state that the EU must be increasingly aware of privacy and data protection issues related to emerging technologies and act accordingly in order to fulfil the above claim.

The Commission seems intent on implementing its security strategy while maintaining a high level of trust by citizens in its activities, by safeguarding individual rights and protecting personal data. As indicated above, the various Communications published in recent years reflect this ambition though the undertone of the GoP and ESRAB reports and the nature of the technologies funded by the Commissions (European Commission 2009b) raise doubts that equal weight is given to privacy and security.

The PRISMS project: A survey on privacy and security
The Commission has questioned the privacy-security trade-off paradigm. In 2010, in a call for proposals in the Security research programme under its Seventh Framework Programme, the Commission has posed questions such as:

- Do people actually evaluate the introduction of new security technologies in terms of a trade-off between privacy and security?
- What are the main factors that affect public assessment of the security and privacy implications of given security technology?

Addressing these questions is not simply a matter of gathering data from a public opinion survey, as such questions have intricate conceptual, methodological and empirical dimensions. Citizens are influenced by a multitude of factors. Privacy and security may be experienced differently in different political and socio-cultural contexts. No more than two decades ago Europe was characterised by a political landscape in which different political systems co-existed. This has affected how people perceive concepts such as trust, accountability, concern and the like in relation to the state (Castles 1993), rendering a uniform empirical approach to researching these concepts into a difficult challenge. Socio-cultural differences throughout Europe are such that no uniform empirical approach to researching how people perceive concepts such as privacy, trust, security and concern can be adopted. Until now, no survey or study has yet addressed the facets in a comprehensive way across all Member States.4

The Commission also called for development of a decision support system to be provided to users of surveillance systems to help give them insight into the pros and cons of specific security investments compared to a set of alternatives taking into account a wider societal context.

A consortium5 responded successfully to this call and, accordingly, the Commission is funding the PRISMS (Privacy and Security Mirrors: Towards a European framework for integrated decision making) project, which intends to critically examine the validity of the trade-off concept and to propose an alternative paradigm (e.g., privacy risk management) in order to arrive at a more sophisticated approach to the relationship between privacy and security. The consortium will address the above questions and related questions by means, inter alia, of a survey of the European population. The project was launched in February 2012 and goes on for 42 months.

The PRISMS project starts with a multidimensional analysis of the relation between privacy and security from the different perspectives of technology, policy, media, criminology and law. These diverse perspectives offer the analytical background against which perceptions and attitudes of citizens can be studied.

---

4 The European Commission’s (2010a) Internal Security Strategy action plan, released in late November 2010, and its Communication on the Stockholm Programme (European Commission 2009a), released in June 2009, are strong indicators of the increasing policy importance attached to security and privacy and of the need to take both into account in decision-making.

5 The PRISMS consortium comprises eight partners: Fraunhofer Institute for Systems and Innovation Research, Karlsruhe, Germany (co-ordinator); Trilateral Research and Consulting LLP, London, UK; Vrije Universiteit Brussels, Research Group on Law Science Technology and Society, Belgium; TNO Information and Communication Technologies, Delft, The Netherlands; the University of Edinburgh, UK; Eötvös Károly Institute, Budapest, Hungary; Zuyd University, Infonomics and New Media Center, Maastricht, The Netherlands; Ipsos MORI, London, UK
consortium is also determining the factors that affect public assessment of the security
and privacy implications of a given security technology. Having analysed the
conceptualisations of and interrelations between privacy and security, the consortium
plans to test and validate its analysis in interviews, focus groups and workshops which
will bring together various stakeholder groups (citizens, policy advisors, security
people, societal organisations, criminologists, techno-political scientists).

The core of PRISMS will be a full-fledged survey which investigates the
opinions, attitudes and behaviour of a representative sample of 1,000 citizens from
each of the 27 Member States of the Union on privacy and security. The project will
use these results in devising a decision support system providing users (those who
deploy and operate security systems) insight into the pros and cons, constraints and
limits of specific security investments compared to alternatives taking into account a
wider societal context. The decision support system will need to reconcile the various
dimensions such that the results can be understood in terms of discriminating between
options for security investments.

There seems to be only one precedent for a cross-national study of citizens’
attitudes towards security and privacy, i.e., a project organised and led by the Queen’s
University in Canada (Zureik et al. 2010), which conducted a survey in eight
countries. That study noted a clear and striking absence of surveys on attitudes
towards privacy and security. It concluded that analysing attitudes is relevant, given
current developments that confront citizens with transborder data flows in every-day
situations (e.g., banking, travelling), but it warned against a too simplistic approach of
surveying these attitudes. Methodological problems abound and need to be taken into
account. Differences may arise in responses due to the sequence of questions. Having
a question on a security incident before a question on privacy may lead to different
outcomes than posing the questions the other way around. In addition to these
methodological problems, researchers face substantive problems with understanding
the concepts of privacy and security. The survey performed by the Queen’s University
took several years from initiation to completion, and only recently has been finalised
in a book providing the main results. The PRISMS consortium will use the expertise
built up during the eight-country survey by Queen’s University. Indeed, two
researchers from that study are also partners in the PRISMS project as well as an
affiliate of the organisation that conducted the survey.

The PRISMS approach is characterised by a strong emphasis on practical
cases, to be used as hypotheses and testing grounds in the survey to be undertaken by
the consortium. This is prerequisite to get results that are easily understood and that
can be interpreted over various demographic, geo-spatial and socio-cultural clusters
existing within Europe. The survey and multidimensional analysis will provide input
necessary for the creation of the decision support system. The various analyses will
help in the construction of hypotheses that will be tested in the survey, but they also
have a value in their own respect. In this manner, the various approaches
(technological, policy, criminological, media, legal) will add value to the body of
knowledge of the disciplines to which they belong while offering cross-disciplinary
results as well.

Throughout the entire project, there will be extensive stakeholder interaction
and consultation in various forms. Stakeholders vary from institutional actors, policy
makers to the public at large. In the early phases of the project, interaction with
stakeholders will be dedicated to get a better understanding of their perceptions and attitudes vis-à-vis the key concepts and approaches of our project. In the later phases of the project, interaction is dedicated more to arriving at a shared understanding how stakeholders can profit from the results of the project and what constraints the decision support system might encounter. Throughout the entire project, the consortium will use resources to inform stakeholders and the broader community on the existence of the PRISMS project, the intermediate results and the manner in which one could become more engaged with the project.

The decision support system will support stakeholders in making a decision about security investments to be made. A decision support system might have the connotation of a push-button system that yields specific outcomes based on specific inputs. The consortium considers such a decision support system not to have much practical value given the complexity of the situations for which security investments have to be made. The system is meant to support the decision-making process, and not to be a system that makes the decisions itself. The decision support system will combine substantive principles with process-oriented principles: offering state-of-the-art insights in how to arrive at the most optimal approach and solution. It will help in understanding the consequences of specific decisions and in incorporating insights on perspectives and attitudes of citizens in realising the best of possible systems needed to assure a secure Europe while maintaining the highest level of privacy and data protection.
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