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Keil and colleagues raise a number of key points in their illustration of the g-formula.\(^1\)

In this commentary, I expand on several of these, using a “roadmap” for causal queries that clearly delineates between formal definition of the causal question, translation of this question into a statistical parameter under clearly stated assumptions (identification), estimation of the statistical parameter, and interpretation of the resulting estimate.\(^2\) In particular, I discuss approaches to censoring when defining the question, emphasize the longitudinal g-formula as a statistical parameter (identification result) rather than an estimation approach, and discuss targeted maximum likelihood, an alternative approach to estimation of this statistical parameter. I use a simulated example motivated by the data analysis in the paper by Keil et al for illustration and provide accompanying R code in an eAppendix (http://links.lww.com/EDE/A835).

**Definition of the question:** What interventions, or changes to the data generating process, are you interested in?

Keil et al discuss a number of key decisions when defining a causal question, including how best to define the hypothetical interventions of interest. In particular, they make the important point that if the goal is to evaluate the potential impact of a drug that prevents graft-versus-host disease, a hypothetical trial with a control arm in which graft-versus-host disease is allowed to run its natural course provides a more relevant comparison than a control arm in which all patients are somehow forced to develop graft-versus-host disease.

When conceiving of such a hypothetical trial, careful attention must be given not only to interventions on the exposure, but also to interventions on censoring. Consider a trial in which censoring due to loss to follow up is allowed to run its natural course in both the treatment and control arms. Informative loss to follow up can result in biased inferences about the effectiveness of the randomized intervention. For example, perhaps patients whose condition deteriorates over the course of the trial are more likely to drop out, and this effect is particularly pronounced in the control arm. Although the mortality observed in both arms will underestimate the mortality that would have been observed had all patients remained under follow up, the more pronounced underestimate of mortality in the control arm will result in an underestimate of the drug’s benefit.

A hypothetical trial as was emulated in the paper by Keil and colleagues, in which loss to follow up was prevented in the treatment arm and allowed to follow its natural...
course in the control arm, can result in such a differential censoring pattern, potentially obscuring a protective effect of preventing graft-versus-host disease. More generally, such a trial might conclude that a drug with no effect on mortality is either protective or harmful. An additional intervention to prevent censoring in both treatment and control arms would avoid this potential shortcoming. Of course, hypothetical interventions on censoring must also be interpreted carefully, particularly if the censoring process affects the occurrence of the outcome rather than simply whether it is observed.\textsuperscript{6,7}

Counterfactuals provide a formal language for expressing causal questions of this nature, including but not limited to questions formulated as hypothetical trials.\textsuperscript{8–11} For the remainder of this commentary I focus on counterfactual survival probability at a single time point under an intervention to prevent exposure in all subjects. However, my points also apply to more complex hypothetical interventions, including interventions on censoring, as well as to various summary measures for comparing the distribution of counterfactual outcome under distinct interventions (including the hazard ratio targeted by Keil et al or other marginal structural model parameters).\textsuperscript{12}

In particular, I consider a simplified version of the example in the paper by Keil et al, where now the data consist of a continuous platelet level at time 1 ($L_1$), graft-versus-host disease at time 1 ($A_1$), death by time 2 ($Y_2$), platelet level at time 2 ($L_2$), graft-versus-host disease at time 2 ($A_2$), and finally death by time 3 ($Y_3$). We wish to learn the counterfactual probability of having died by time 3 were all graft-versus-host disease prevented at times 1 and 2. In simulated data (such as that provided in the eAppendix, http://links.lww.com/EDE/A835), we can calculate the true value of this quantity by setting the sample size very large, setting $A_1 = A_2 = 0$ in the underlying data generating process and calculating the proportion of individuals surviving, which in this hypothetical example is 7.8% (Figure A).

**Identification:** Which statistical parameter equals (or approximates most closely) the causal quantity you care about?

In contrast to this hypothetical data generating process, graft-versus-host disease occurred in some individuals in the process that generated our observed data, and its occurrence was affected by prior platelet levels (Figure B). Thus even if we had measured an infinite sample of individuals, we could not directly compute the quantity we care about—counterfactual survival in the absence of graft-versus-host disease. We now wish to translate our unobserved counterfactual quantity of interest into a statistical parameter, or, in other words, a parameter of the data generating process we observed. If we succeed, then we have transformed a causal problem into a statistical problem — how best to estimate the true value of this statistical parameter and quantify the uncertainty in our estimates using a finite sample of individuals.

One approach to identifying casual effects is to measure and adjust for confounders (where the randomization assumption or backdoor criteria can be used to formally define whether a given adjustment set is sufficient to control for confounding).\textsuperscript{13–15} As reviewed by Keil et al, however, when we care about the joint effect of interventions on multiple exposures, then often no single set of adjustment variables is sufficient to control for confounding of all exposures simultaneously. The transformative insight of the longitudinal G-formula is that in such cases it may still be possible to translate a causal quantity into a statistical parameter by identifying sets of adjustment variables sufficient to control for confounding of each exposure variable in turn.\textsuperscript{14,16}

In our example, no single set of confounders satisfies the backdoor criteria for the joint effect of $A_1, A_2$ on $Y_3$. For example, $L_1$ is inadmissible because it is affected by $A_1$, but if $L_2$ is omitted from the adjustment set it provides an open back door path (and thus a source of spurious association) between $A_2$ and $Y_3$. However, if considered sequentially, $L_1$ blocks all back door paths from $A_1$, and ($L_1$, $A_1$, $L_2$, $Y_2$) blocks all back door paths from $A_2$. Thus, in our simulation (in fact, in any data-generating process compatible with this directed acyclic graph), the counterfactual probability of death by time 3 under an intervention to prevent graft-versus-host disease is equal to the longitudinal g-formula:

$$
\sum_{l_1, l_2, y_2} P(Y_3 = 1 | A_1 = 0, A_2 = 0, L_1 = l_1, L_2 = l_2, Y_2 = y_2) \times P(L_2 = l_2 | Y_2 = y_2, A_1 = 0, L_1 = l_1) \times P(Y_2 = y_2 | A_1 = 0, L_1 = l_1) \times P(L_1 = l_1),
$$

(where we use discrete notation and define variables deterministically equal to their last value at time of death).\textsuperscript{14,17} The g-formula is a known function of the observed data distribution—if we had a sample of infinite size from the observed data generating process then we could compute the true value of this quantity.
The decision whether to estimate this particular quantity versus a simpler parameter should depend on the scientific question and knowledge of the confounding structure. Is time-dependent confounding plausible and the longitudinal g-formula needed, or would a simpler identification approach suffice? Once the choice of statistical target parameter is made, one can chose among a number of possible estimators of this quantity based on purely statistical considerations such as bias-variance tradeoff and robustness to model misspecification.

**Estimation: Which estimator will estimate the statistical target parameter best?**

Keil and colleagues review one possible approach to estimating the g-formula, often referred to as “parametric g-computation.” This approach relies on estimating each term of the g-formula separately using nonsaturated models and then simulating from these estimates. In realistic settings, simple nonparametric estimation approaches such as saturated regression models are generally not feasible. On the other hand, we rarely know enough to correctly specify lower dimensional parametric models a priori, whereas the use of misspecified models can result in bias. Thus, in practice, some process for looking at the data to choose the “best” regression specification is needed. The challenge increases when, as in our example, an intermediate confounder is continuous and its conditional density rather than conditional expectation must be estimated.

Appropriately wary of bias due to model misspecification, in their worked example, Keil et al choose among a number of regression specifications based on the fit of the survival curve under no intervention (the natural course). As they note, however, a series of misspecified regression models can fit the natural course well while still resulting in a biased effect estimate. A number of alternative approaches are available that automate this process of looking at the data to improve regression specification. In particular, super learning makes it possible to choose among and combine a set of candidate approaches to provide the best fit for each regression in turn.

Importantly, however, neither super learning nor the approach of Keil et al will in general provide a good bias-variance tradeoff for the statistical target parameter itself. Further, no theory supports the validity of the bootstrap (or any other approach) to statistical inference when data-adaptive methods are used to estimate the components of the g-formula (unless, as described below, the initial data-adaptive estimates are updated). The result is a vulnerability of “classic” parametric g-computation, as illustrated by Keil et al, to bias and misleading inference.

Happily, alternative approaches to estimating the g-formula are available. In particular, the g-formula can be re-expressed as a series of iterated conditional expectations and thus can be estimated using a series of nested regressions.

In our example, the g-formula can be rewritten as

\[ E_{L_1} \left[ E_{L_2 | A_1 = 0, L_1} \left[ E_{Y_2 | A = 0, Y_1 = 0, L_1} \right] \right]. \]

By avoiding the need to estimate conditional densities, this insight alone can reduce bias. However, the fundamental challenge remains: data-adaptive methods are still typically needed to estimate these regressions well, but if used in isolation, they may be overly biased and can undermine the basis for inference.

A targeted maximum likelihood estimator that builds on the double robust iterated conditional expectation estimator of Robins, Bang and Robins resolves these challenges by updating the initial regression fits in a step that uses an estimate of the exposure process or propensity score (equivalent to that used with inverse probability weighting). The updating step removes bias, resulting in double robustness – if either the initial sequential regressions or the exposure process are estimated well the estimator will not be meaningfully biased (assuming adequate data support). Updating also allows the sequential regressions to be fit data adaptively while maintaining the basis for valid statistical inferences.

The eAppendix (http://links.lww.com/EDE/A835) provides R code using the ltmle package to apply this targeted maximum likelihood estimator to a simulated sample of size 200. In this sample, estimation of the propensity score and the nested regressions using main term logistic regressions resulted in a point estimate of 8.2% (95% CI of 3.3%, 13.1%), whereas estimation of both using super learning (with candidate approaches including main term logistic models, generalized additive models, Bayesian generalized linear models, k nearest neighbor classification, and forward and backward stepwise selection by AIC) resulted in a point estimate of 8.0% (95% CI 3.3%, 12.8%). In this simple data generating process both approaches were unbiased (bias less than 0.001 across 500 repetitions of the simulation); however, in realistic settings there is no guarantee that main term models will perform well and super learning is recommended.

**CONCLUSION**

Formal casual thinking is most useful when the processes of framing a casual question, translating it into a statistical problem, choosing an estimator, and interpreting results are kept distinct. We have described this process as a “road map.” Not all roads lead to complex analyses. However, many casual questions correspond to (or are best approximated by) statistical parameters that in realistic sample sizes require complex methods to estimate well. Fortunately, software is increasingly available to facilitate implementation of these methods without extensive coding. Although we have focused on a simple causal parameter, the ltmle package can be used to estimate more complex parameters (including those of marginal structural models) and to implement alternative estimators (including IPW). Of course, software in no way replaces the hard intellectual work required at each step of the process. The roadmap is a guide; used well it can help direct you toward your desired casual destination and understand how far away you may still be.
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