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I. THE SOCIETAL CONTEXT

One of the subjects that sociological theory must address is the variability of institutions between nation-states.1 Unfortunately, however, the factors responsible for this variability are difficult to investigate. The difficulty exists for two reasons. First, nation-states are not numerous and therefore constitute a relatively small universe for study. Second, the data needed to measure the hypothesized causes of the variability of the institutions of nation-states are generally limited in amount and often problematic in quality.2 Nonetheless, because the countries of the world are heterogeneous and few of them are static, students of social systems would do well to devote more of their efforts to identifying the reasons that an institution differs between nations at any specific time and changes within a nation over time. If such differences and changes can be explained, they can be anticipated, and policy will be improved by an ability to make predictions regarding institutions with an accuracy rate that exceeds chance. The findings of the study reported infra in Part III may thus have important practical ramifications.

In the pages to follow, we focus on two important institutions of societies — marriage and law — and attempt to explain cross-spatial and cross-temporal variation that exists in these institutions. In particular, we consid-

---

1 In the instant article, an institution is considered to be a set of statuses and roles (i) that a society defines and endorses and (ii) that involve interpersonal relationships through which a socially approved type of activity takes place in the society. Howard B. Kaplan, The Concept of Institution: A Review, Evaluation, and Suggested Research Procedure, 39 SOC. FORCES 176, 179 (1960). An institution, as the word is used in the article, is not a specific organization (e.g., a particular corporation in the private sector or a particular agency in the public sector), but a general pattern of interpersonal behavior. Together, the institutions of a society determine the character and effectiveness of the society.

2 Bruce Western & Simon Jackman, Bayesian Inference for Comparative Research, 88 AM. POL. SCI. REV. 412, 412, 414 (1994).
ner the factors that may account for the doctrine of law that a country adopts on same-sex non-marital partnerships and same-sex marriage, and we do so by considering differences between, and change within, countries in this doctrine.

Quantitatively, change must be measured by reference to a baseline, and for the present discussion, the most useful baseline is no change. What conditions are likely to be responsible for a lack of change in a society and its institutions? Three plausible theoretical propositions can be suggested:

(i) A society remains unchanged if it does not interact with another society whose social values and institutions differ.

(ii) A society remains unchanged if its supply of knowledge — i.e., the information at its disposal to solve problems — is constant.

(iii) A society remains unchanged if it is not densely populated.

If the above propositions are correct, few nation-states in the world today can be expected to experience no significant social change over time. Moreover, although each proposition assumes that all else is equal, the three sources of change that the propositions identify are likely to act in conjunction with one another more often than they act independently. In combination, the effects of the sources are probably multiplicative rather than additive.

The discussion that follows will focus on propositions (ii) and (iii), not proposition (i). However, it should be kept in mind that in part because of expanding inter-nation ties (proposition (i)), a country is unlikely to avoid increases in its store of knowledge (proposition (ii)) or to maintain a low

---

3 Alternative baselines would be change of various types (e.g., linear versus curvilinear) and change at various rates. However, the alternative baselines are numerous and diverse, and the criteria for choosing among them are uncertain.

4 The three propositions are not intended to list all of the factors that are responsible for the absence of change in societies and their institutions. None of the propositions, for example, deals with the impact of unique but massive events such as wars, natural disasters, and economic depressions. Unfortunately, the degree to which such events affect social patterns in the long run has infrequently been the subject of research applying a multivariate statistical test to a large dataset. A notable exception is the study by Claudia D. Goldin, The Role of World War II in the Rise of Women’s Employment, 81 AM. ECON. REV. 741 (1991). Professor Goldin found that, contrary to popular belief, World War II did not produce a substantial rise in employment among women in the United States. Id. at 755. The economic depression of the 1930s, however, was associated with a marked reduction in differences in the sex composition of occupations in the United States. Kim A. Weeden, Revisiting Occupational Sex Segregation in the United States, 1910-1990: Results From a Log-Linear Approach, 35 DEMOGRAPHY 475, 480 tbl.2 (index A) (1998).

5 As to propositions (ii) and (iii), see LARRY D. BARNETT, LEGAL CONSTRUCT, SOCIAL CONCEPT: A MACROSOCIOLOGICAL PERSPECTIVE ON LAW 22–24 (1993) [hereinafter LEGAL CONSTRUCT, SOCIAL CONCEPT].
population density (proposition (iii)). Currently, ties between countries are promoted most notably by the Internet, but the rate of growth of these ties was probably rising throughout the twentieth century.

A. Supply of Knowledge

Proposition (ii) contends that a society is shaped by, inter alia, the nature and quantity of the knowledge that it employs. If the proposition is correct, the rapidity and content of change in a society are direct consequences of the degree to which the society acquires and applies new knowledge. The acquisition of new knowledge by a society, of course, can derive from knowledge generated within the society and/or from knowledge that is imported from outside the society. Among the countries of the world, both avenues have been used, and given the advances in technology that have raised the speed and reduced the cost of communication in recent decades, both are likely to contribute substantially to the knowledge used by a society in the future. Indeed, the tempo of knowledge accumulation may increase geometrically rather than arithmetically through a self-reinforcing cycle in which improvements in communication allow knowledge to be disseminated more quickly and less expensively, facilitating additions to knowledge that make communication even speedier and cheaper.

The growth of knowledge has been posited as a source of broad consequences for the institutions of a society, including the institution of law.

---

During the period from 1967 to 2010, the population of the world is estimated to have increased by no less than 70,000,000 people per year. U.S. Census Bureau, Total Midyear Population for the World 1950-2050, http://www.census.gov/ipc/www/idb/worldpop.php. Migration between countries is thought to have also increased. The number of people whose country of residence was not the country of their birth is estimated to have more than doubled from 76,000,000 in 1965 to 188,000,000 in 2005. J. Edward Taylor, International Migration and Economic Development in UNITED NATIONS INTERNATIONAL SYMPOSIUM ON INTERNATIONAL MIGRATION AND DEVELOPMENT 1, 22 (2006), http://www.un.org/esa/population/migration/turin/Symposium_Turin_files/P09_SYMP_Taylor.pdf. Inter-country migration can cause population growth in a country in which the birth rate is equal to the death rate, and it can prevent population size from declining in a country in which the birth rate is less than the death rate.

Christian Fuchs, Transnational Space and the “Network Society,” 21ST CENTURY SOC’Y 49, 56, 61 (2007). Inter-country ties in a world economy based on capitalism may have started to increase as early as 1500 A.D. IMMANUEL WALLERSTEIN, THE ESSENTIAL WALLERSTEIN 140 (2000).

Proposition (iii) is discussed infra Part I-C.


pansion of knowledge, each can be plausibly attributed at least partly to it. The source of the consequences is most readily identified when their concrete manifestations are considered, and these consequences are likely to include many of the prominent issues that have been confronted during the last half of the twentieth century by the institutions of Western countries. One such issue is same-sex relationships that involve sexual activity. Although this type of relationship is inconsistent with the traditional definition of the institution of marriage in societies generally, societies have discarded and replaced customary social patterns in the past. Slavery and its abolition are illustrative. Accordingly, the substitution of new patterns for established patterns can be expected to happen in the future, and probably not infrequently. As such substitutions occur, permanent same-sex relationships involving sexual activity may come to be recognized and accommodated in the law of a society even though at an earlier point in time such relationships conflicted with deeply entrenched, prevalent social values.

B. Social Classifications and the Concept of Discrimination

Because an expanded supply of knowledge is likely to have been (and is likely to continue to be) a major factor in the emergence of new social arrangements, the enlargement of the store of knowledge in Western countries may be responsible for changing law and policy on same-sex relationships. Why would the growth of knowledge have this effect? Increases in knowledge are probably a key factor intensifying individualism and rationality.

11 Peter Lubin & Dwight Duncan, Follow the Footnote or the Advocate as Historian of Same-Sex Marriage, 47 Cath. U. L. Rev. 1271, 1324 (1998).


13 Among adults who reside in households in the United States, the percentage disagreeing with the statement (MARHOMO) that “homosexual couples should have the right to marry one another” was 55% in 2004 and 48% in 2008, but in 1988, the percentage was 73%. The preceding percentages were weighted with COMPTW and are the totals of “disagree” and “strongly disagree.” SDA Archive, GSS 1972-2008 Cumulative Data File, http://sda.berkeley.edu/cgi-bin/sda?hsda+harsda+gss08. Although opposition to same-sex marriage was evidently less in the first decade of the twenty-first century than in the 1980s, same-sex marriage is still at variance with social values in the United States. Lynne Marie Kohm, The Homosexual “Union”: Should Gay and Lesbian Partnerships be Granted the Same Status as Marriage?, 22 J. Contemp. L. 51, 62 (1996). Currently, law in just two states (Massachusetts and Connecticut) allows same-sex marriage, and law in eleven other states and the District of Columbia offers some type of recognition to same-sex non-marital unions. Louis Thorson, Comment, Same-Sex Divorce and Wisconsin Courts: Imperfect Harmony?, 92 Marq. L. Rev. 617, 623–34 (2009).

interests, preferences, and wishes of individuals over those of groups — has contributed to the acceptance by public policy and law of same-sex sexual activity, and rationality has probably been influential, too. Individualism is antithetical to classifications in a society, and rationality is hostile to stereotypes associated with classifications. Therefore, as individualism and rationality become more prevalent and more intense, an inhospitable environment is created for social classifications and stereotypes. This environment leads to law requiring that evaluations of human beings be based on the type and degree of skill possessed by the human beings who are evaluated, not on predilections of these human beings that pose no threat to others.

Recognition by law of same-sex relationships, therefore, becomes more likely with increases in the quantity and quality of knowledge.

Since the middle of the twentieth century, a salient development in the law of Europe, Canada, and the United States has been the application of the word “discrimination” to social behaviors and arrangements that have come to be regarded as unacceptable. Conceptually, discrimination is a problem for a society and banned by its law when a classification that the society deems unnecessary, and an associated stereotype that the society deems unwarranted, are employed in social life. Of course, a classification and the stereotype linked to it are not inherently problematic for a society. Rather, a classification and stereotype are a problem only when certain conditions prompt a society to treat them as a problem, and as history demonstrates, these conditions — social, demographic, and economic — are not constant over time. The role of societal conditions in determining whether a particular classification and stereotype are a problem, moreover,


16 Cf. LEGAL CONSTRUCT, SOCIAL CONCEPT, supra note 5, at 20–24 (discussing the frequency of use by United States courts of the constitutional guarantee that limits classifications by U.S. governmental entities and linking change in this frequency to the growth of knowledge and population density).

17 The Roots of Law, supra note 10, at 632–35 (reviewing federal statutes that require employment-related decisions to be based on the skills of the individuals affected by the decisions rather than on the demographic attributes of the individuals).

18 SANDRA FREDMAN, DISCRIMINATION LAW 6–7, 69, 75, 85–86, 89–90 (2002). The European Economic Community (now named the European Community) was established by a treaty signed in 1957; the European Union was created by a treaty signed in 1992. Tore Tøtdal, An Introduction to the European Community and to European Community Law, 75 N.D. L. REV. 59, 59–65 (1999).


is complicated by the context-specific impact of the conditions. A classification and stereotype will not be a problem in all contexts; instead, the classification and stereotype may be deemed problematic in some contexts and continue to be accepted in others.

The context-specific nature of social problems is illustrated by the evolution and treatment of sex roles in the United States. Societal distinctions made between males and females, although favored during much of U.S. history, have come to be regarded by social values and law as unacceptable in certain contexts such as education and employment. In these contexts, distinctions between males and females are labeled discrimination, but in other contexts, gender-based distinctions continue to receive widespread approval. Thus, the first-names that parents choose for their newborn male children differ from the first-names they choose for their newborn female children, and government will record and require the use of these names even though the names classify on the basis of sex.

Discrimination, then, is a label that possesses a societal context and can be understood only in that context. At the present point in history, classifications and stereotypes are labeled discrimination and banned by law when they conflict with the premise that people are individuals and when they are regarded as not rational. The importance of individualism and rationality at the present time is evident in the following passage from an opinion written in 1991 by an appellate court in the United States:

Discrimination stems from a reliance on immaterial outward appearances that stereotype an individual with imagined, usually undesirable, characteristics thought to be common to members of the group that shares these superficial traits. It results in a stubborn refusal to judge a person on his merits as a human being. Our various statutes against discrimination express the policy that this refusal to

---

21 For evidence that the evolution over time of sex role differences in the United States has affected Supreme Court decisions, see LEGAL CONSTRUCT, SOCIAL CONCEPT, supra note 5, at 47–55; Larry D. Barnett, The Public-Private Dichotomy in Morality and Law, 18 J.L. & POL’Y 541, 593–603 (2010) [hereinafter Morality and Law].


23 Under Anglo-American common law, an individual is allowed to change her/his given name as long as the new name does not involve fraud and is not obscene. Omi Morgenstern Leissner, The Problem That Has No Name, 4 CARDOZO WOMEN’S L.J. 321, 335–36 (1998). Accurate data does not seem to exist on the frequency with which individuals in the United States replace first names that are linked to their sex with names that are sex-neutral or with names that are associated with the opposite sex. Such changes, however, are probably rare. Id.

judge people who belong to various, particularly disadvantaged, groups is too costly to be tolerated in a society committed to equal individual liberty and opportunity.\textsuperscript{25}

Individuality and reason, in short, are incompatible with discrimination, and because individuality and reason are central features of a society that has an appreciable store of knowledge, they shape the law of the society. For the institution of law to facilitate the operation of society, as it will in the long run, the concepts and doctrines of law must address impediments to the effective functioning of the social system. It is not coincidence, therefore, that the scope of law has included the topic of marriage and that the doctrines of law on marriage have evolved as the nature of marital relationships has changed.\textsuperscript{26}

\textbf{C. Population Density}

Population density has been theorized as a variable that affects the degree of change occurring in a society. Specifically, a geographic area in which population density is high is expected to have a greater probability of changing, and of changing more, than an area in which population density is low. This expectation is grounded on three general propositions that have been propounded in sociology. First, the number of individuals in a geographic area who are inclined to engage in a particular activity rises with population concentration. Second, increases in population density facilitate encounters between individuals who have the same goal and simplify the formation of a group around the goal, thereby bolstering support for the goal and expanding acceptance of it.\textsuperscript{27} Third, geographic areas characterized by high population density contain more numerous and diverse stimuli than areas characterized by low population density, and as a result, the inhabitants of the former develop a higher level of rationality than the in-


\textsuperscript{26} Law governing the dissolution of marriage has not had an appreciable, enduring impact on the rate at which marriages dissolve. Frans van Poppel & Joop de Beer, \textit{Measuring the Effect of Changing Legislation on the Frequency of Divorce: The Netherlands, 1830-1990}, \textit{30 Demography} 425, 439 (1993). See Larry D. Barnett, \textit{The Regulation of Mutual Fund Boards of Directors: Financial Protection or Social Productivity?}, \textit{16 J.L. \\& Pol'y} 489, 529 n.166 (2008), which contends that the study by van Poppel and de Beer is the most credible study done to date on the impact of divorce law on the divorce rate. If the divorce rate is not materially affected in the long run by changes in law on divorce, the latter presumably reflects the former, i.e., change in law on divorce is likely to be attributable to secular change in the divorce rate.

habitants of the latter.\textsuperscript{28} It is not coincidence, then, that an individual who resides in a metropolitan setting “reacts with his head instead of his heart”\textsuperscript{29} and that, given the collective impact of the sociological processes suggested by the foregoing propositions, unconventional activity occurs more often, and is more likely to become acceptable, in an area of high population density. Simply put, tradition and urban life tend to be incompatible because of the group-level effects that a large number of people ineluctably have.

The utility of the just-described theory of urban life has yet to be determined, because the quantitative research necessary to assess it fully has not been conducted.\textsuperscript{30} In this regard, a recent study merits discussion. The study found that, in the United States, unorthodox beliefs and behavior are more commonly tolerated in metropolitan areas than in nonmetropolitan areas because, and only because, college graduates are a higher percentage of the population of metropolitan areas.\textsuperscript{31} Population density itself did not matter. The study, however, does not disprove the theory of urbanism because the data analyzed in the study suffered from several key limitations.

The first limitation of the data was in the definition of a “metropolitan area.” An area is classified as “metropolitan” on the basis of the number of its inhabitants, i.e., the number of its residents,\textsuperscript{32} and the criteria for a metropolitan area are established by the U.S. Census Bureau. As the concept was defined during the years covered by the study, a metropolitan area could have had as few as 75,000 residents in New England and as few as 100,000 residents in other regions.\textsuperscript{33} The effect of urbanism, however, may not be detectible with the relatively small population size that may be present in metropolitan areas, i.e., the effect may not occur until the number of residents is appreciably larger than 100,000. Second, the impact of population density may be affected as much or more by population density in the geographic location where persons are employed than by population density in the location where they reside, but the study considered only the latter. Third, tolerance of unorthodox beliefs and behavior may not in-

\textsuperscript{28} GEORG SIMMEL, The Metropolis and Mental Life, \textit{in} The Sociology of Georg Simmel 409, 410 (Kurt H. Wolff trans. & ed., Free Press 1950) (theorizing that a metropolitan area provides a sensory rich environment that promotes intellectual development).

\textsuperscript{29} \textit{Id.} at 410.

\textsuperscript{30} Fischer, \textit{supra} note 27, at 568.

\textsuperscript{31} Laura M. Moore & Seth Ovadia, \textit{Accounting for Spatial Variation in Tolerance: The Effects of Education and Religion}, 84 SOC. FORCES 2205, 2217 (2006).


\textsuperscript{33} \textit{Id.}
crease linearly with population density. Instead, tolerance may change little or not at all until thresholds of population density are reached, and then it may change markedly. The thresholds may be numerous, moreover, and none of them may be at the demographic point that differentiates metropolitan areas from nonmetropolitan areas.

For these reasons, the study does not refute the theory of urbanism — either its general proposition that urban living raises tolerance or the paths it hypothesizes for the transmission of the impact of urban living on tolerance. The theory, therefore, cannot be disregarded in research to which the theory may be pertinent.

**D. The Institution of Marriage**

A consideration of sociological factors that determine the acceptability by a society and its law of a specific form of marriage should not distract attention from another question regarding marriage. The question, simply expressed, is why marriage is and has been common in social life, i.e., why marriage is an institution of society. Even though a large percentage of marriages terminate in divorce, most persons beyond the initial years of adulthood are married. European countries are illustrative. In 2005, the percentage of all adults 30–59 years old who were currently married was 62% in France, 64% in Germany, and 75% in Italy. Similar percentages are found in the United States, where adults who were currently married and living with their spouse in 2008 comprised between 57% and 68% of

---

34 See SIMMEL, supra note 28, at 419 (hypothesizing that, after a threshold has been reached, the advantage in intellectual sophistication possessed by city dwellers over persons outside cities advances geometrically).

35 The hypothesis that social change typically occurs abruptly rather than gradually — i.e., that social change typically involves thresholds — is consistent with the thesis that metropolitan areas increase the intensity of and conflict between subcultures. Fischer, supra note 27, at 545, 548. Intensity and conflict, by their very nature, are conducive to sudden change.

36 The thresholds at which population density effects a change may not be the same in all geographic areas. Instead, the thresholds may differ between geographic areas, and the difference(s) may depend on such variables as economic structure and social values. Claude S. Fischer, Toward a Subcultural Theory of Urbanism, 80 AM. J. SOCIOL. 1319, 1330 (1975).


all adults at ages 30-34 to 65-74.\textsuperscript{39}

The societal properties that are responsible for the form(s) of marriage accepted by a society and its law at a particular time, and that are responsible for changing the accepted form(s) of marriage,\textsuperscript{40} probably cannot be completely separated from the reasons that marriage is an institution. The attenuation or disappearance of any of the reasons that marriage is ingrained in a society can be expected to promote the emergence of new types of relationships (marital and/or non-marital) that the society will be pressured to recognize in its law. The continuation or dissipation of these reasons is likely to depend, in turn, on the properties of the society.

An explanation of the institutional nature of marriage begins with the assumption that a society is a system, i.e., an organized set of components. If the assumption is correct, marriage did not become and has not remained a societal institution as the result of chance. Rather, marriage is an institution because it has played an important role in the larger social system. Not coincidentally, the Congress of the United States has described marriage as "an essential institution of a successful society."\textsuperscript{41} Although the congressional statement does not explain why marriage is essential to a society, the explanation may be found by treating marriage as social capital.\textsuperscript{42} From the perspective of social capital, the institution of marriage is important to a society because marriage acts as a resource. Marriage, that is, supplies benefits to a society.

What exactly are the benefits that society derives from marriage? Three major benefits of marriage will be enumerated below.\textsuperscript{43} The listed benefits,


\textsuperscript{40} The forms of marriage that a society may approve are not confined to opposite-sex marriage and same-sex marriage, both of which may be permitted. Other forms of marriage are defined by the number of spouses that an individual is allowed. The latter forms are monogamy (in which an individual can have just one spouse at a time), polyandry (in which a female can have two or more husbands concurrently), and polygyny (in which a male can have two or more wives concurrently). By definition, a society that requires monogamy does not permit polyandry or polygyny, but a society that does not limit itself to monogamy can permit both polyandry and polygyny.


\textsuperscript{42} See James S. Coleman, Social Capital in the Creation of Human Capital, 94 AM. J. SOC. 895 (1988) (proposing the concept of, and discussing forms of, social capital).

\textsuperscript{43} The enumerated benefits are derived from research that was conducted during the last half-century in the United States. These benefits, however, may be partially or completely absent in other historical eras and in societies that are not similarly structured. Thus, while the enumerated benefits were identified from research on a nation whose ideal form of marriage has been monogamy involving persons of opposite sex, different benefits may be found in social systems with opposite-sex polygyny and/or polyandry. CLAUDE LÉVI-STRAUSS, THE ELEMENTARY STRUCTURES OF KINSHIP 38, 43–44, 267, 371 (James Harle Bell, et al. trans. 1969). See Thomas V. Pollet & Daniel Nettle, Market Forces Affect Patterns of Polygyny in Uganda, 106 PROC. NAT’L ACAD. SCI. U.S. 2114 (2009) (finding that the
it will be noted, partly overlap and can reinforce each other.

One contribution of marriage to a society is in perpetuating the society. More exactly, marriage is the social arrangement that a society employs, or emphasizes as an ideal, for rearing children. A child who is being raised by a married couple may be the genetic product of one or both of the current members of the marriage; alternatively, the child may be the genetic product of other individuals and have been reared (as the result of, for example, adoption) by one or both of the current members of the marriage. Children who grow up with their genetic parents, however, are more likely to enjoy a variety of advantages (e.g., in physical and mental health) than children who spend their years as minors in other settings. Thus, to the extent that intact marriages are increased by the ideal that Western countries have established for marriage, the social systems in these countries possess an especially effective mechanism promoting their continuation. During recent decades, however, the importance of this benefit in European nations and in the United States has evidently been eroded by increases in the proportion of married women who bear no children. Children who grow up with their genetic parents, however, are more likely to enjoy a variety of advantages (e.g., in physical and mental health) than children who spend their years as minors in other settings.

Childrearing, however, is not the sole societal benefit of marriage. Marriage acts as a resource of society in a second way — it contributes to the welfare of the population of the society. For example, marriage improves the psychological health of the married couple (and of their children) if the marriage remains unbroken. Additionally, marriage is associated with financial well-being; i.e., income and wealth are higher among individuals

likelihood of polygyny was related to land ownership among men and to the sex ratio. Cf. R. Jean Cadigan, Woman-to-Woman Marriage: Practices and Benefits in Sub-Saharan Africa, 29 J. COMP. FAM. STUD. 89 (1998) (finding social benefits from same-sex marriage between women). Moreover, the research that underlies the benefits enumerated in the text has reached conclusions that have been questioned. Pietro Saitta, La Genitorialità “Sociale” e la Sua Regolazione. Una Rassegna Europea 17 (Interruniversity Ctr. for Research on Sociology of Law, Info. and Legal Instrs., Working Paper No. 18, 2006). Accordingly, the benefits we name in the text are intended to be a provisional list. The reader should keep in mind, however, that the popularity of marriage in a society is evidence that marriage furnishes important benefits in the society even though these benefits (i) may be other than, or in addition to, the listed benefits; (ii) may not be the same in all types of societies; and (iii) may be altered by change in social, economic, and demographic conditions.

who are married than among individuals who are not. In turn, the enhanced financial assets of married couples aid the children whom they rear. Indeed, the greater financial assets of a married couple seem to explain many of the advantages possessed by the children raised by the couple.

Lastly, marriage serves as a resource for society in at least one additional way — by helping to strengthen communities. Because of the social roles attached to marriage, life styles are substantially altered by marriage, and in spite of sex differences in marital roles, marriage embeds individuals in more social networks. To be precise, marriage leads men (but not women) to join voluntary associations, and it reduces withdrawals by both men and women from voluntary associations. The positive effect of marriage on membership in voluntary associations has consequences that bolster communities. Greater participation in voluntary associations in the United States improves the performance of state governments, and in both the United States and Europe, greater participation in voluntary associations increases the trust that individuals have in other people. Trust is an especially important benefit of involvement in voluntary associations, because trust has a pervasive impact on societal quality. Thus, a rise in the level of trust in a society promotes the quality of government and fosters not only adequate physical infrastructure in a country but adequate educational facilities as well. An increase in trust in a country also lowers the overall ho-

47 Waite & Lehrer, supra note 44, at 258, 264.
48 Id. at 264.
49 Thomas Rotolo, A Time to Join, A Time to Quit: The Influence of Life Cycle Transitions on Voluntary Association Membership, 78 SOC. FORCES 1133, 1136–37 (2000) (noting that studies have found that, following marriage, women are more likely to focus on activities inside the home and men are more likely to focus on activities outside the home).
50 Id. at 1146–47, 1150–51, 1155–56. The impact of marriage was independent of the impact of childbearing and the age of children. The impact of marriage, therefore, may be partly a function of the difference in marital roles that is a component of current differences in gender roles.
52 Paul Dekker & Andries van den Broek, Civil Society in Comparative Perspective: Involvement in Voluntary Associations in North America and Western Europe, 9 VOLUNTAS: INT’L J. VOLUNTARY & NONPROFIT ORG. 11, 23 n.9, 33 (1998); see Paul Dekker & Andries van den Broek, Involvement in Voluntary Associations in North America and Western Europe: Trends and Correlates 1981-2000, 1 J. CIV. SOC’Y 45, 53–56 (2005) (finding that higher levels of voluntary association participation were related to higher levels of trust, but concluding that the direction of causality could not be established). The ranking of the United States and European nations on rates of participation in voluntary associations varies with the type of association that is the basis for the ranking. James E. Curtis et al., Voluntary Association Membership in Fifteen Countries: A Comparative Analysis, 57 AM. SOCIOLOG. REV. 139 (1992).
53 Knack, supra note 51, at 779; Rafael La Porta et al., Trust in Large Organizations, 87 AM. ECON. REV. 333, 335–36 (May 1997).
54 La Porta, supra note 53, at 335–36. The study omitted “socialist” countries. Id. at 334. In measuring the adequacy of infrastructure, the study considered air transportation, ports, power supply, roads, and telecommunications. Id. at 335 tbl.1.
A society is thus broadly, albeit indirectly, benefited by the institution of marriage, and even if the benefits are not fully recognized by the members of the society, the benefits will cause a society to resist change in the form(s) of marriage that it accepts and that its law thus authorizes. More generally, a society will not alter its law for any new social arrangement that it considers a threat to key societal values. To the extent a change in law is incompatible with social values, the change will destabilize the society, and if the disruption is severe, the change eventually will be reversed. In the United States, for example, the acceptance of liquor manufacture, transportation, and sale was replaced in the early part of the twentieth century by a nationwide ban on these activities. However, the ban seems to have materially increased crime and just temporarily reduced liquor consumption, and it was rescinded thirteen years later.

Given the uncertainties that accompany any major change in an important aspect of social life, there should be no surprise that a society resists altering its law in order to accommodate a new and unconventional social arrangement. Same-sex non-marital partnerships and same-sex marriage are such arrangements, of course. However, some countries in Europe have concluded that same-sex non-marital partnerships and same-sex marriage are socially beneficial and have adopted law allowing these relationships. We now review this law.

II. LAW IN EUROPE ON SAME-SEX NON-MARITAL PARTNERSHIPS AND SAME-SEX MARRIAGE

The present study is confined to fourteen countries that were members of the European Union (“E.U.”) from 1995 through 2003. Twelve countries were members of the E.U. when it was formally established in 1993, and

56 The history and impact of the amendment to the U.S. Constitution that was the basis for the ban, and of the federal legislation that implemented the amendment, are described in Joshua Kaplan, Unmasking the Federal Marriage Amendment: The Status of Sexuality, 6 GEO. J. GENDER & L. 105, 115–18, 121–22 (2005).
57 An historical marker for the inception of these changes is the Resolution on Equal Rights for Homosexuals and Lesbians in the EC, 1994 O.J. (C 61) 40.
three more countries became members in 1995.\textsuperscript{60} All of the fifteen countries that comprised the E.U. from 1995 through 2003 were located in the geographic regions generally labeled Northern Europe, Southern Europe, and Western Europe.\textsuperscript{61} Of the fifteen countries, however, one — Germany — was omitted from the study because until 1990 it was divided between separate sovereign nation-states (West Germany and East Germany)\textsuperscript{62} each of which had its own social and economic institutions.\textsuperscript{63} For historical reasons, then, Germany and data on it are not comparable before and after 1990.

The next expansion of the European Union occurred in May 2004, when ten countries were added as E.U. members.\textsuperscript{64} The ten countries appreciably increased the social, cultural, and economic heterogeneity of the E.U.,\textsuperscript{65} however, and as a result, the universe of the study reported in Part III infra was limited to the countries (other than Germany) that comprised the E.U. from 1995 through 2005. In alphabetical order, the countries in the study were Austria, Belgium, Denmark, Finland, France, Greece, Ireland, Italy, Luxembourg, The Netherlands, Portugal, Spain, Sweden, and the United Kingdom. The preceding set of fourteen countries avoids the greater heterogeneity of the E.U. stemming from the countries added in 2004, and because the fourteen countries belong to a recognized geographic region, they are a meaningful universe.

Of the fourteen countries included in the study, ten adopted statutes that
explicitly recognized same-sex non-marital partnerships or same-sex marriage; all did so during the time period covered. The year 1989 starts the time period because that is the first year in which any of the fourteen countries adopted such law; the year 2005 ends the time period because none of the fourteen countries adopted such law during 2006, 2007, or 2008.

The ten countries that have law conferring a formal status on same-sex non-marital partnerships or same-sex marriage are listed below. Two text boxes are used: Box 1 identifies the countries with legislation approving same-sex non-marital partnerships; Box 2 identifies the countries with legislation approving same-sex marriage. The year of adoption of the legislation in each country is shown in parentheses immediately after the name of the country. Two countries — The Netherlands and Sweden — are in both boxes because after adopting law that authorized same-sex non-marital partnerships, they approved legislation that authorized same-sex marriage.

66 Of the fourteen countries, only one (Denmark) changed its law before 1995 to recognize same-sex unions. Denmark was a member of the European Economic Community, the forerunner of the European Union. Treaty on European Union, supra note 59, at art. G.; Roger J. Goebel, The Treaty of Amsterdam in Historical Perspective: Introduction to the Symposium, 22 FORDHAM INT’L. L.J. 57, 518–19 (1999); Roger J. Goebel, The European Union in Transition: The Treaty of Nice in Effect; Enlargement in Sight: A Constitution in Doubt, 27 FORDHAM INT’L. L.J. 455, 473 n.73 (2004). Accordingly, the pre-1995 change in law by Denmark is included in the study.

67 The data for the study were compiled in 2009.

III. ANTECEDENTS OF LAW ON SAME-SEX NON-MARITAL PARTNERSHIPS AND SAME-SEX MARRIAGE

The research to be reported in Part III tests the assumption that law on same-sex non-marital partnerships and same-sex marriage does not develop by chance. Instead, differences between countries and change within countries in social, demographic, and/or economic conditions are believed to account for variation in such law. As a result, the dependent and independent variables in the present research are measured at the country level and thus are aspects of societies, not of individuals.
A. Independent Variables

To identify variables that potentially explain between-country differences and within-country change in the law of European Union countries on same-sex non-marital partnerships and same-sex marriage, we start by examining quantitative studies that focused on the relationship between the characteristics of jurisdictions and the likelihood of adoption by the jurisdictions of law pertinent to interpersonal sexual activity. The law that was the subject of these studies either expressed a preference for opposite-sex sexual activity over same-sex sexual activity or explicitly repudiated policies grounded on such a preference. In the pages that follow, we review six such studies. Our review begins with the only one of the six (viz., “the Soule study”) that involved the topic of marriage.69

As of 2006, ninety percent of the states in the United States explicitly prohibited same-sex marriage through their state constitution and/or through a state statute,70 a situation that is in line with the antipathy that is prevalent among Americans toward the legalization of same-sex marriage.71 Using the thirty-five states that had adopted such a prohibition by 2000, the Soule study regressed whether a state did so at a particular time between 1973 and 2000 on a series of state-level independent variables.72 Most of the independent variables were political in nature, however, because the study was concerned with the role of political elites, processes, and protesters in altering law.73 Nonetheless, three sociological-demographic characteristics of states were included as independent variables — viz., the geographic region in which each state was located (South versus non-South); the percentage of the inhabitants of each state that resided in an urban area; and the percentage of the inhabitants of each state that had earned a college degree.74

None of the three sociological-demographic variables in the Soule study was found to have a statistically significant relationship to the dependent

72 Soule, supra note 69, at 456 n.3, 457, 463.
73 Id. at 454–55, 459–62.
74 Id. at 465–66. The three sociological-demographic variables were considered by the investigator to be control variables. Accordingly, they were included in the regression equation only for the purpose of removing their influence on the dependent variable so that the impact of each political variable on the dependent variable could be accurately estimated. Nonetheless, the investigator reports the regression coefficients for each of the three sociological-demographic variables. Id. at 467 tbl.2, 470 tbl.3.
variable, i.e., to whether a state adopted an explicit ban on same-sex marriage.\textsuperscript{75} Statistically significant relationships to the dependent variable existed for independent variables measuring the presence in states of political-interest organizations, but if law is a macrosociological phenomenon, these relationships are not surprising. In a macrosociological framework, political-interest organizations are expected to be precursors of law because the properties of society are believed to create societal needs that give rise to such organizations that, in turn, shape law. Political-interest organizations thus transmit the needs of society to lawmaking bodies. If this line of reasoning is correct, political-interest organizations offer just a superficial explanation of the content of law at a particular point in history and of the shifts that occur over time in the concepts and doctrines of law. Instead, the roots of law lie elsewhere.

The seeming lack of influence of the sociological-demographic variables in the Soule study merits discussion. In this regard, two features of the study are notable. The first concerns the reliance by the study on tests of statistical significance to decide whether a relationship existed between an independent variable and the dependent variable. The study did not obtain its data using a sample drawn from a universe but, rather, included all members of the universe, viz., all states in the United States during the time period covered by the study. Because sampling was not employed, tests of statistical significance were unnecessary.\textsuperscript{76} Moreover, even when tests of statistical significance are applied to data from a sample, it should be kept in mind that significance levels are arbitrary criteria for reaching decisions on null hypotheses and that unthinking reliance on a significance level can cause relationships that exist and that are important to be overlooked.\textsuperscript{77}

If the statistical significance of the regression coefficients in the Soule study is disregarded, two of the sociological-demographic variables in the study — education and geographic region — have utility as predictors of the odds that a state will formally ban same-sex marriage. Specifically, the percentage of state inhabitants who held a college degree was inversely related to the odds of a ban, i.e., lower educational attainment was associated with a greater likelihood that same-sex marriage would be formally proscribed. In addition, states located in the South were more likely to prohi-

\textsuperscript{75} Id. at 467 tbl.2, 469, 470 tbl.3.

\textsuperscript{76} Denton E. Morrison & Ramon E. Henkel, Significance Tests Reconsidered, 4 AM. SOCIOLOGIST 131, 134 (1969) (noting that significance tests are inappropriate when analyzing data on all of the members of a population).

\textsuperscript{77} James K. Skipper, Jr. et al., The Sacredness of .05: A Note Concerning the Uses of Statistical Levels of Significance in Social Science, 2 AM. SOCIOLOGIST 16, 16–17 (1967).
bit same-sex marriage than states located in other regions.\textsuperscript{78}

The second feature of the Soule study that warrants mention is its measurement of the other sociological-demographic variable it included — the degree to which state populations were urbanized. For this variable, the Soule study evidently used U.S. Census Bureau data on “urban” areas,\textsuperscript{79} but at least since 1970 - the earliest year for which the study included data on the variable\textsuperscript{80} — an area could be classified as urban with as few as 2,500 inhabitants.\textsuperscript{81} However, the theory of urbanism discussed \textit{supra} in Part I-C contemplates that population density will generate the effects only when the number of people in an area far exceeds 2,500. The theory, therefore, was not tested by the Soule study.

The second study to be reviewed was concerned with country-level characteristics that explain differences between countries in law on consensual same-sex sexual activity (“the Frank-McEneaney study”).\textsuperscript{82} The study is pertinent here because whether law accepts such activity is likely to be correlated (albeit imperfectly) with whether law recognizes same-sex non-marital partnerships and same-sex marriage; i.e., all else being equal, countries that change their law to allow consensual same-sex sexual activity will be more inclined to alter their law to authorize same-sex non-marital partnerships and same-sex marriage.\textsuperscript{83} In accounting for the degree to which the law of countries allows consensual same-sex sexual activity, the Frank-McEneaney study emphasized inter-country variation in individualism and employed country-level indicators of individualism, especially (i) an index of the degree of commitment by each country to human rights, (ii) whether the dominant religious tradition of each country was Anglo-American Protestant, and (iii) the extent of authorships in each country of articles in pro-

\textsuperscript{78} Soule, \textit{supra} note 69, at 467 tbl.2, 470 tbl.3.

\textsuperscript{79} \textit{Id.} at 465–66.

\textsuperscript{80} \textit{Id.}


\textsuperscript{82} Frank & McEneaney, \textit{supra} note 15.

\textsuperscript{83} For law in the United States, see \textit{Lawrence v. Texas}, 539 U.S. 558, 604–05 (2003) (Scalia, J., Rehnquist, C.J., and Thomas, J., dissenting). The dissent in \textit{Lawrence} argued that the rationale used by the Court to protect private same-sex consensual sexual activity under the liberty guarantee of the federal constitution gives same-sex couples a constitutional right to marry. \textit{Id.}

The adoption of law that permits consensual same-sex sexual activity may not be followed immediately by the adoption of law that authorizes same-sex non-marital partnerships and same-sex marriage. However, the time elapsing between the former and the latter is unlikely to be long when judged in historical terms.
fessional journals in psychology. Additional country-level variables were included as explanatory or control variables, e.g., gender equality, involvement in world affairs, population size, and gross domestic product per capita.

Based on levels of statistical significance, the main finding of the Frank-McEneaney study was that an increase in individualism raised the likelihood that the law of a country would allow same-sex sexual activity among men. On the other hand, variation between countries in individualism was not related to the degree to which the law of countries permitted same-sex sexual activity among women. As to egalitarianism in sex roles — which the investigators viewed as a correlate of individualism — the study found that greater gender equality contributed to the adoption by countries of law accepting same-sex sexual activity both among men and among women. Neither gross domestic product per capita nor population size, however, affected the content of law on same-sex sexual activity.

Unfortunately, the Frank-McEneaney study furnishes just minimal assistance in pinpointing independent variables for the data analysis to be undertaken infra. One reason the Frank-McEneaney study is not of major help is that its chief independent variable was individualism and its concern was with whether individualism was a cause of law on same-sex sexual activity. However, the macrosociological framework for the data analysis below regards individualism as a general factor that includes same-sex sexual activity and the social arrangements for it, not a factor that affects the acceptability of such activity and arrangements. Furthermore, even if the Frank-McEneaney study had been concerned with the determinants of individualism, it may not have contributed to understanding multiple types of social activities and arrangements, because individualism is unlikely to be a single social form with homogeneous content. Instead, individualism probably encompasses a variety of social forms, and the social activities and arrangements comprising individualism may not have a common set of societal causes. Thus, even though same-sex sexual activity, same-sex nonmarital partnerships, and same-sex marriage share some similarities on the surface, they may differ sufficiently as social forms that their antecedents are not identical.

In a similar vein, the degree to which nations are involved in world affairs, though found by the Frank-McEneaney study to be a predictor of the

84 Frank & McEneaney, supra note 15, at 924.
85 Id. at 917–18.
86 Id. at 932–33 tbl.3.
lawfulness of same-sex sexual activity, would be treated as a dependent variable in the macrosociological framework employed here. In this framework, the manner and extent of participation of nations in world affairs is considered to be a response to nation-level economic, technological, and demographic conditions.

The explanatory variables for the data analysis that follows, in short, omit a measure of individualism in a country as well as a measure of the involvement of a country in world affairs. While both were key independent variables in the Frank-McEneaney study, they are not regarded as independent variables by the framework that prompted the research reported infra.

However, one explanatory variable for the instant data analysis can be derived from the Frank-McEneaney study, although the variable is of uncertain promise. The variable is societal wealth. If statistical significance is set aside as a criterion for decisions on the null hypothesis, the Frank-McEneaney study indicates that higher gross domestic product per capita expands the adoption of law that accepts same-sex sexual activity among men but that gross domestic product per capita has essentially no impact on the adoption of law that accepts same-sex sexual activity among women. The difference in impact by the sex of participants in sexual activity is potentially important. If law that permits same-sex sexual activity is germane to law that permits same-sex non-marital partnerships and same-sex marriage, as suggested earlier, the effect of wealth on the latter law may vary with the sex of the participants in the relationship. Specifically, the impact of wealth on law directed at such relationships may be limited to relationships between men.

The remaining four studies to be reviewed will be considered together because of the similarity of their dependent variables. All of the studies

87 In all models, the regression coefficients were positive and statistically significant for the relationship between the extent to which countries were involved in world affairs and the extent to which the law of the countries permitted same-sex sexual activity among men and among women. Id. at 932–33 tbl.3. The lawfulness of same-sex sexual activity was measured by an ordinal-level variable. Id. at 922 tbl.1.

88 The Frank-McEneaney study was confined to countries that were independent in 1984 as well as in 1995, and it had data for 84 such countries. Id. at 921, 937 n.11. The number of countries that were independent in both years but were omitted from the study is not reported. Consequently, whether the study encompassed all of the countries in its defined universe cannot be ascertained. Assuming that the study had data for less than its entire universe, the procedure for deciding whether to include a country should have been, but was not, described by the investigators. See id. at 921. If a random sampling procedure was not used, a prerequisite to the use of tests of statistical significance was absent. EARL R. BABBIE, SURVEY RESEARCH METHODS 307–09 (1973).

89 See supra note 83 and accompanying text.
were concerned with whether law prohibiting discrimination on the basis of
sexual preference had been adopted by the governments of states, counties,
or cities in the United States. The law that was examined in these studies
barred discrimination in employment, in housing and/or public accommoda-
tions, and/or in lending90 — topics on which state and local governments 
in the United States traditionally legislate. The preceding topics, although
involving facially different activities, are closely related in terms of whether
law covers them, i.e., the law of a jurisdiction is unlikely to ban discrimi-
ination on one of the topics without banning discrimination on others.91

A further reason to consider the four studies jointly is that, while two of
the studies have notable limitations that should be kept in mind,92 the find-
ings of the four studies in combination are not inconsistent. Consequently,
the four studies together help in identifying the antecedents of law on discri-
mination that is directed at persons who prefer to engage in sexual activ-
ity with members of their own sex.

What independent variables for the current project are suggested by these four studies? On the one hand, law banning sexual-preference discrimina-
tion in a jurisdiction may become more common with increases in the edu-
cational attainment of jurisdiction inhabitants93 and with increases

90 John B. Dorris, Antidiscrimination Laws in Local Government: A Public Policy Analysis of Mu-
unicipal Lesbian and Gay Public Employment Protection, in GAYS AND LESBIANS IN THE DEMOCRATIC
PROCESS: PUBLIC POLICY, PUBLIC OPINION, AND POLITICAL REPRESENTATION 39 (Ellen D.B. Riggle &
Barry L. Tadlock eds. 1999); Donald P. Haider-Markel & Kenneth J. Meier, The Politics of Gay and
Lesbian Rights: Expanding the Scope of the Conflict, 58 J. POL. 332 (1996); Marieka Klawitter & Brian
Hammer, Spatial and Temporal Diffusion of Local Antidiscrimination Policies for Sexual Orientation,
in GAYS AND LESBIANS IN THE DEMOCRATIC PROCESS: PUBLIC POLICY, PUBLIC OPINION, AND
POLITICAL REPRESENTATION, supra, at 22; Kenneth D. Wald et al., The Politics of Gay Rights in Amer-
ican Communities: Explaining Antidiscrimination Ordinances and Policies, 40 AM. J. POL. SCI. 1152
(1996).

91 Haider-Markel & Meier, supra note 90, at 335–36.

92 The study by Klawitter and Hammer was limited to counties having a population of at least
100,000. Klawitter & Hammer, supra note 90, at 26. In the study by Haider-Markel and Meier, the de-
dependent variable was whether discrimination based on sexual preference was prohibited by states.
However, a state whose government had not adopted law against sexual-preference discrimination was
evidently counted as having such law as long as a minimum percentage of the population of the state
resided in cities that had such law. See Haider-Markel & Meier, supra note 90, at 335. The investigators
do not identify the threshold percentage that determined the classification of states on the dependent
variable.

93 Dorris, supra note 90, at 48–49; Haider-Markel & Meier, supra note 90, at 341 tbl.1. In the
study by Haider-Markel and Meier, however, education had a regression coefficient that was statisti-
cally significant at or below .10 for just law barring sexual-preference discrimination in public-sector em-
dloyment and law barring sexual-preference discrimination in private-sector employment. With the .10
significance level as the maximum for rejecting the null hypothesis, the educational attainment of juris-
diction inhabitants was not related to the presence in the jurisdictions of law forbidding sexual-
preference discrimination in credit, education, housing, public accommodations, or union practices. The
sign and magnitude of coefficients that had a significance level above .10 are not reported. Haider-
Markel & Meier, supra note 90, at 342 tbl.2.

The study by Klawitter and Hammer, in which the dependent variable was whether county and city
in the numerical size of jurisdiction populations. On the other hand, law barring sexual-preference discrimination is not predicted by the income of jurisdiction inhabitants under the most commonly used criteria for statistical significance, but if statistical significance is ignored, jurisdictions are more likely to have such law as the income of their inhabitants rises.

The research that we report infra employs four explanatory variables measured at the country level. All were suggested by the macrosociological framework that was considered infra in Part I of the present article and/or by the studies that were just reviewed. Three of the variables — education, population density, and wealth — have sociological substance or accompaniments. Each of the three variables is a plausible antecedent of whether law recognizes same-sex non-marital partnerships and same-sex marriage, because rising levels of education, population density, and wealth are believed to increase rationality and individualism. As rationality and

law barred sexual-orientation discrimination in private-sector employment, found that none of the levels of the ordinal scale for educational attainment had a regression coefficient that was statistically significant at or below .10; i.e., the regression coefficients for the dummy variables for educational attainment did not differ from the reference category (education beyond a Bachelor’s degree) at .10 or below. Klawitter & Hammer, supra note 90, at 29 tbl.2.1, 33. The study by Wald, et al. did not estimate the relationship between the educational attainment of jurisdiction inhabitants and whether the jurisdictions had law forbidding sexual-orientation discrimination. Instead, the study included two independent variables for the relative presence of higher education in a jurisdiction — (i) the number of colleges and universities in each jurisdiction and (ii) the aggregate number of students enrolled in the colleges and universities of a jurisdiction as a percentage of the population of the jurisdiction. Wald et al., supra note 90, at 1160. These independent variables had regression coefficients that were not statistically significant at or below .05. Id. at 1165 tbl.2.

Dorris, supra note 90, at 48–49; Klawitter & Hammer, supra note 90, at 29 tbl.2.1, 33; Wald et al., supra note 90, at 1165–66. The study by Haider-Markel and Meier included an independent variable for the percentage of the inhabitants of a state who resided in an urban area as of 1990. Haider-Markel & Meier, supra note 90, at 339, 347. The study did not report the regression coefficient for this variable because the coefficient failed to reach statistical significance at .10 or below. Id. at 341 tbl.1, 342 tbl.2. However, an area was “urban” only if it was classified as such by the U.S. Census Bureau. Id. at 347. The minimum population for an urban area in 1990 was 2,500. U.S. BUREAU OF THE CENSUS, STATISTICAL ABSTRACT OF THE UNITED STATES: 1992 4 (112th ed. 1992). Urban areas, because of the small populations they can contain, are inappropriate for assessing the theory of urbanism. See supra text accompanying and following note 81.

Dorris, supra note 90, at 48–49; Klawitter & Hammer, supra note 90, at 29 tbl.2.1, 33. See Wald et al., supra note 90, at 1163–65, 1172. In the study by Wald et al., the .05 significance level was employed in deciding whether to reject the null hypothesis; the sign and magnitude of the regression coefficient for income are not reported. Id. at 1165 tbl.2.

The study by Haider-Markel and Meier contained no measure of income or of any other aspect of wealth. Haider-Markel & Meier, supra note 90, at 339, 347.

Dorris, supra note 90, at 48–49; Klawitter & Hammer, supra note 90, at 29 tbl.2.1, 33. The study by Dorris used data on all almost cities with a law prohibiting sexual-preference discrimination; these cities were compared to a randomly chosen sample of cities that had a population of at least 2,500 but did not have a law prohibiting sexual-preference discrimination. Dorris, supra note 90, at 46, 54–57. For the study by Klawitter and Hammer, the universe was counties with at least 100,000 inhabitants in 1980, and data were obtained for almost all of these counties. Klawitter & Hammer, supra note 90, at 26, 36 n.3. While tests of statistical significance may be appropriate in the study by Dorris, they are inappropriate in the study by Klawitter and Hammer.

individualism intensify and diffuse in a society, at least some of the established lifestyles of the society will become less acceptable to participants in the society. Among the lifestyles that may come under pressure to change is the conventional form of marriage.

The fourth explanatory variable included in the instant research is cultural in nature. Three out of the six prior studies of the impact of jurisdiction conditions on jurisdiction law have included an indicator of culture, e.g., the composition of state populations in terms of religion or the geographic region in which states were located. Another study — of factors that affect voting by the public on state prohibitions of same-sex marriage — lends additional credence to the proposition that law is shaped by culture. In the research undertaken here, the indicator of culture is the total fertility rate (TFR). The TFR is the projected number of children that 1,000 females who are 15 years old in a given year will have during their childbearing period, i.e., from age 15 through age 49. The TFR is not a measure of actual lifetime childbearing, because it is calculated by summing the number of births per 1,000 women at all ages from 15 through 49 in a particular year. The calculation thus assumes that the age-specific birth rates in the year for which the calculation is done will remain constant for the next thirty-five years. However, even though the TFR depicts no more than "the completed fertility of a synthetic cohort of women," it is a potentially useful indicator of culture relevant to marriage. A relationship exists between childbearing and social values relevant to the role of women, and due to the way the TFR is computed, the TFR quickly incorporates changes in birth rates. In doing so, the TFR rapidly reflects shifts in social values pertinent to gender roles and, given the link between gender-role beliefs and whether couples marry or cohabit, to marriage.

98 Dorris, supra note 90, at 47–48; Soule, supra note 69, at 465; Wald, supra note 90, at 1161–62.
99 Rory McVeigh & Maria-Elena D. Diaz, Voting to Ban Same-Sex Marriage: Interests, Values, and Communities, 74 AM. SOC. REV. 891, 907 (2009) (finding that, in counties in which sex roles and families were conventionally structured, voters tended to be strongly opposed to same-sex marriage).
100 Id. at 392 (describing the TFR as a depiction of "the completed fertility of a synthetic cohort of women").
103 Childbearing has been found to be a function of traditionalism in sex roles. S. Philip Morgan & Linda J. Waite, Parenthood and the Attitudes of Young Adults, 52 AM. SOC. REV. 541, 544 (1987); Steven L. Nock, The Symbolic Meaning of Childbearing, 8 J. FAM. ISSUES 373, 385, 388 (1987).
104 Marin Clarkberg et al., Attitudes, Values, and Entrance into Cohabitation versus Marital Unions, 74 SOC. FORCES 609, 622 (1995) (finding that, for women and for men, nontraditional views of
riage. As a result, the TFR offers a potentially useful measure of culture in a society, i.e., of the key assumptions that characterize a society and that mold the views and behavior of its population.105

B. Measurement of Variables and Sources of Data

The instant study employed a combination of time-series data and cross-sectional data. Such a data set, which is commonly labeled “pooled time series,”106 permits variation to be examined both across space and across time.107 Pooled time series, therefore, are particularly appropriate for attempts to explain differences between and changes in the law of nation-states. As explained in Part II,108 the instant study focused on fourteen countries that were members of the European Union during the period from 1995 through 2003, and it includes data on these countries through 2005.109 In order to capture fully the variation in all of the variables of interest to the study, the dependent variable (law on same-sex unions) was coded, and data on the independent variables were included, for each country for every fifth year from 1970 through 2005. We chose 1970 as the initial year because (i) 1970 is approximately two decades prior to the year (1989) in which the first country in the study approved legislation to recognize same-sex non-marital partnerships or same-sex marriage and because (ii) we assume that changes in law, although often sudden, are typically responses to shifts in the properties of societies that have occurred slowly.110 Because at least two decades of data were used for the independent variables prior to the adoption of law authorizing same-sex unions in the ten countries whose law was changed between 1989 and 2005 to authorize such unions,111 we believe that the data allow results from which causality can be plausibly inferred.

In coding the dependent variable (which was assigned the mnemonic label LAW), a statute authorizing same-sex non-marital partnerships was not distinguished from a statute authorizing same-sex marriage. No distinction was made between the two types of statutes because of the small number of sex roles raise the likelihood of cohabitation and reduce the likelihood of marriage).

106 Another name often applied to this type of data is “cross-sectional time-series.”
107 Lois W. Sayrs, Pooled Time Series Analysis, in QUANTITATIVE APPLICATIONS IN THE SOCIAL SCIENCES, at 1, 7 (Sage University Paper No. 70, 1989).
108 See supra notes 58–65 and accompanying text.
109 See supra note 67 and accompanying text.
110 The Roots of Law, supra note 10, at 616; Law as Symbol, supra note 14, at 334.
111 See supra notes 66–68 and accompanying text.
countries with law recognizing same-sex marriage. The dependent variable was thus coded as a dummy, i.e., 0 or 1. A country with a statute permitting same-sex unions (either non-marital partnerships or same-sex marriage) was coded 1 starting in the year in which its statute was adopted and was coded 0 in each prior year. A country that did not have such a statute between 1970 and 2005 was coded 0 in all years. The code of 1, once applied to a country, continued until the end of the time series for the country since no country adopted and subsequently rescinded legislation that authorized same-sex unions. Furthermore, of the four countries with a statute authorizing same-sex marriage, two (The Netherlands and Sweden) had initially adopted law permitting same-sex non-marital partnerships and later adopted law permitting same-sex marriage. Each of these countries was coded 1 from the year in which it had a statute permitting same-sex non-marital partnerships.

Let us now turn to the independent variables, i.e., the variables that have been hypothesized as explanations of the dependent variable. Given the time period for which data were required, it is not surprising that the available measures of the independent variables were not numerous, and as a result, the measures that were chosen for the study were not necessarily ideal. Nonetheless, the measures that were used permit a credible test of the ability of each independent variable to predict the presence or absence of law on same-sex unions. An assessment of the relationship, if any, between the former and the latter is thus possible.

We list below each independent variable and specify the measure that we used for it. The name of the independent variable is followed in parentheses by the mnemonic label that the regression equation used for the variable. Data on the independent variables were included in the regression analysis for eight years, viz., 1970, 1975, 1980, 1985, 1990, 1995, 2000, and 2005. Country-level data were used for all of the independent variables. Missing data were infrequent.

112 See supra note 68 and accompanying text.
113 Sweden was coded 0 in all of the years included in the study, because its law recognizing same-sex marriage was not enacted until 2009.
114 Because the study included fourteen countries and sought data on four independent variables for each country in eight years, the number of cells requiring data was 448 (14 x 4 x 8 = 448). Three of the 448 cells had no data for the regression analysis. (See, in addition, infra note 121.) Of the three cells with no data, two were for school-life expectancy (discussed in the text infra) in Luxembourg in 1990 and 1995; the third cell was for the total fertility rate in Luxembourg in 1975. We assume that the missing data were not a function of what would have been observed and were thus “missing at random.” The present study employed maximum-likelihood estimates of regression coefficients and odds ratios, which estimates are not rendered inaccurate by data that are missing at random. See SOPHIA RABE-HESKETH & ANDERS SKRONDAL, MULTILEVEL AND LONGITUDINAL MODELING USING STATA 207 (2d ed. 2008).
• Wealth (mnemonic label GDP). The indicator of wealth was the gross domestic product per person in each country. Gross domestic product per person was measured in current U.S. dollars and took into account differences in prices between countries.115

• Culture (mnemonic label TFR). As explained in Part III-A supra,116 culture was measured by the total fertility rate.117

• Education (mnemonic label EDUCALL). The measure of education is school-life expectancy in each country of both males and females, i.e., of males and females combined.118 School-life expectancy is calculated for a country by summing the enrollment ratios119 that exist during a designated school year at all of the ages within an age range. Because it assumes that these age-specific enrollment ratios do not change with the passage of time, school-life expectancy estimates the total number of years of schooling for a child who reaches school age in the designated year.120 In the instant study, the calculation of school-life expectancy included all levels of education (primary, secondary, and tertiary).

• Population density (mnemonic label URBANPOP). The measure of population density in each country was the percentage of the population residing in an area that was classified as an “urban agglomeration” and that, in 2007, had at least 750,000 people.121


116 See supra notes 98–105 and accompanying text.


118 The data on school-life expectancy that were used in the instant study are from UNESCO Institute for Statistics, Historical Data, Table 3 - Total Enrolment, School Life Expectancy and Expenditure on Education, http://www.uis.unesco.org/ev.php?id=7660_201&ID2=DO_TOPIC (last visited June 1, 2009) (on file with author).


120 See id. at 7.

Although the definition of “urban” may not have been uniform across countries and the population of an “urban agglomeration” in a country may have been less than 750,000 in some of the eight years, the measure we use here gauges the percentage of the population of a country that was living in large urbanized centers during the period from 1970 to 2000. The measure thus allows a test of the impact of population density that has been propounded by the theory of urbanism.

Based on the empirical and theoretical work that has been reviewed in this article, the odds that a country will by law authorize same-sex non-marital partnerships or same-sex marriage can be expected to rise with increases in the wealth (GDP), school-life expectancy (EDUCALL), and density of the population (URBANPOP) of the country. As each of the foregoing explanatory variables increases, rationality and individualism are likely to become more intense and/or more prevalent. On their face, greater rationality and individualism are incompatible with law that is designed to restrict personal choice and, hence, with law that does not authorize same-sex unions. If the prior reasoning is correct, the odds ratios for GDP, EDUCALL, and URBANPOP will exceed 1.00.

The sole independent variable expected to have an odds ratio below 1.00...
is the total fertility rate (TFR). Cultural values that do not favor childbearing probably promote unconventional arrangements between women and men, including unconventional forms of pairings for sexual activity and marriage. If so, the odds that a country will adopt law recognizing same-sex unions will be related inversely to the TFR of the country, i.e., a secular decline in TFR can be expected to raise the odds that such law will be enacted. Given the coding of the dependent variable, the odds ratio for TFR is hypothesized to be less than 1.00.\textsuperscript{126}

C. Statistical Technique\textsuperscript{127}

The data in the present study were analyzed with maximum-likelihood logistic regression. Least-squares (i.e., linear) regression was unsuitable\textsuperscript{128} because the dependent variable was coded 0 or 1 and hence was binary.\textsuperscript{129} However, while the measurement of the dependent variable dictated the form of regression, it did not require a particular type of regression model. When data comprise pooled time series, different types of models are available. In the instant research, the question was whether a fixed-effects regression model or a random-effects regression model was appropriate. Unfortunately, a clear answer to the question does not exist because of the nature of the data and of the phenomenon under investigation. A brief review of the reasons for the lack of certainty may be helpful.

Studies of the societal factors that shape law do not select cases with a probability sampling procedure but include all or almost all of the jurisdictions in a bounded geographic area. In this respect, the instant study is typical. Fixed-effects models do not assume that the jurisdictions in a study of the societal antecedents of law have been chosen with a random sampling procedure or that the dependent variable is distributed normally.\textsuperscript{130} Using this criterion, accordingly, a fixed-effects model would be preferable to a random-effects model for the data analysis infra.

\textsuperscript{126} Each hypothesis in this and the preceding paragraph assumes, of course, that all other causal variables remain constant.

\textsuperscript{127} The authors want to thank Antonio Di Pino for commenting on the statistical aspects of their research. These aspects are described in Part III-C and Part III-D.

\textsuperscript{128} An explanation of the difference between least-squares regression and logistic regression, and the reason for using the latter when the dependent variable is binary, is found in J. Scott Long & Jeremy Freese, Regression Models for Categorical Dependent Variables Using Stata 113–16 (2d ed. 2006) and in Fred C. Pampel, Logistic Regression: A Primer, in Quantitative Applications in the Social Sciences, at 1, 1–18 (Sage University Paper No. 132, 2000).

\textsuperscript{129} See supra notes 112–113 and accompanying text.

However, fixed-effects models also pose a disadvantage in studies of the societal antecedents of law, because such models do not create confidence that the findings they produce can be applied to jurisdictions (e.g., nations) other than those included in the data.\textsuperscript{131} Fixed-effects models assume that jurisdictions influence law in unique ways; random-effects models do not make this assumption.\textsuperscript{132} In believing that jurisdictions themselves influence only by chance the relationship to law of each independent variable, random-effects models are more compatible with the goal of building theory,\textsuperscript{133} a goal of the sociological framework that underlies the present study.

The type of model that was most appropriate for the present study, therefore, was unclear — each type of model has a feature that recommends it for research on the societal antecedents of law, and each has a feature that makes it of uncertain suitability for such research. Nonetheless, a choice had to be made, and while neither type of model is entirely satisfactory, a random-effects model was selected. One of the bases for the choice was that the number of countries and the number of years in the study (viz., fourteen and eight, respectively) were evidently insufficient for a fixed-effects model but adequate for a random-effects model.\textsuperscript{134} In addition, a random-effects model was preferable because of the advantages it offers even if the number of countries had been adequate for a fixed-effects model.\textsuperscript{135}

The findings reported in Part III-D below are from data analyses performed with Stata release 10.1. The \texttt{XTLOGIT} command for a random-effects model was used to estimate the regression coefficients and odds ratios for the independent variables.\textsuperscript{136}

\textsuperscript{131} Ward & Leigh, \textit{ supra} note 130, at 649 ("[T]he results of fixed effects models are restricted to, or conditional upon, the individuals included in the study, and generalization to other groups can be problematic.").


\textsuperscript{133} Random-effects models are more suitable than fixed-effects models when the findings of a study can be generalized beyond the cases included in the study. Joseph M. Hilbe, \textit{Logistic Regression Models} 503 (2009).

\textsuperscript{134} See Rabe-Hesketh & Skrondal, \textit{ supra} note 114, at 51, 61–62 (noting that a random-effects model is appropriate when the number of clusters — here, the number of countries — exceeds ten and when, for "a good number of clusters," cluster size — here, the number of years for each country — is at least two; but that a fixed-effects model requires "large" cluster sizes to estimate parameters specific to clusters).

\textsuperscript{135} Castilla, \textit{ supra} note 132, at 108–09.

D. Data Analysis

The xtlogit command, in estimating the regression coefficient and odds ratio for an independent variable in a model, computes the standard error of the regression coefficient and reports the probability under the null hypothesis that the independent variable is unrelated to the dependent variable. Table 1 and Table 2 (presented infra) include all of the preceding information for readers who are interested in it, but the conclusions reached in the instant study were not grounded on the probability that a coefficient or odds ratio reported by Stata would have occurred by chance if the null hypothesis was accurate; i.e., our conclusions were not based on the level of statistical significance of a coefficient or odds ratio. Levels of statistical significance were ignored for two reasons. First, the data were analyzed with maximum-likelihood regression. While the minimum number of observations needed to obtain credible results from tests of statistical significance for maximum-likelihood regression has not been extensively investigated, the use of such tests with fewer than 100 observations has been labeled “risky,” and even fewer than 500 observations may be insufficient. Under these guidelines, the use of tests of statistical significance in the instant study was dubious because the number of observations was just 110.

The second reason that statistical significance was not a criterion in drawing conclusions from the data in this study involves a fundamental assumption of the tests that compute statistical significance. Specifically, such tests presuppose that the data to which they are applied come from a relatively small number of cases selected from a substantially large universe and that the cases selected for study were obtained with a random sampling procedure. The instant investigation, however, covered every country in the defined universe whose government exercised sovereignty over an unchanged geographic area during the time span of interest. Because the countries in the study were not chosen randomly out of a larger universe, tests of statistical significance are unnecessary if not inappropriate.

The initial regression analysis employed data on all fourteen countries and all four independent variables, but the odds ratio for TFR was sus-
pect. Specifically, the odds ratio for TFR diverged from 1.00 in the opposite direction from what had been predicted.\textsuperscript{141} and the magnitude of the odds ratio for TFR appeared implausible.\textsuperscript{142} Accordingly, there seemed to be a distinct possibility that TFR was affected by one or more influential outliers and/or that TFR was subject to excessive collinearity. An influential outlier is a case (here, a country) that, on the dependent variable, diverges from the prediction made by the regression model for that case (country), and the divergence distorts the odds ratio obtained for an independent variable.\textsuperscript{143} Excessive collinearity exists when change in the amount or condition of one independent variable in a regression model corresponds so closely to change in the amount or condition of another independent variable that, when both independent variables are included in the regression model, their odds ratios are unstable and cannot be estimated with an acceptable degree of confidence.\textsuperscript{144}

We begin with the potential problem of influential outliers. Unfortunately, a recommended statistical procedure for locating such an outlier from a regression analysis of data with a binary dependent variable\textsuperscript{145} is unavailable for the \texttt{XTLOGIT} command, but even if the procedure could have been used, the detection of an influential outlier remains a largely subjective process.\textsuperscript{146} Given the uncertainty involved in investigating and identifying influential outliers, we attempted to ascertain whether an influential outlier might be present in our data by using the \texttt{XTLOGIT} command with a series of datasets from each of which one of the fourteen countries had been removed. Because a different country was omitted \textit{seriatim}, each resulting thirteen-country dataset differed in terms of one country.

A finding from the above procedure was that the odds ratios for TFR (as well as for EDUCALL) was appreciably altered by the omission of two countries — namely, Luxembourg and Sweden — but in a study that has just fourteen cases (countries), a major impact of one or two cases is not necessarily surprising and may not jeopardize the credibility of the conclusions reached from all of the cases included in the study. A plausible proposition is that the present study is dealing with countries that form a system. By definition,\textsuperscript{147} a system — or at least a system that is viable — has compo-

\textsuperscript{141} See \textit{supra} text accompanying note 126.
\textsuperscript{142} The odds ratio for TFR was 170.949.
\textsuperscript{143} John Fox, \textit{Regression Diagnostics, in QUANTITATIVE APPLICATIONS IN THE SOCIAL SCIENCES}, at 1, 21–24 (Sage University Paper No. 79, 1991).
\textsuperscript{144} \textit{Id.}, at 10–11.
\textsuperscript{145} The procedure has been proposed by LONG & FRESEE, \textit{supra} note 128, at 151.
\textsuperscript{146} VIE Barnett & Toby Lewis, \textit{OUTLIERS IN STATISTICAL DATA} 7 (3d ed. 1994).
\textsuperscript{147} A system is "[a] group of interacting, interrelated, or interdependent elements forming a com-
nents that do not severely or consistently disadvantage one another, and even when a component deviates on a specific dimension from what was anticipated, the component can still be integral to the system. Furthermore, an unexpected deviation on a dimension by a component of a system will not be an abnormality if (i) the system allows or encourages its components to be within a certain range on the dimension and (ii) the deviating component is within that range. In such a situation, the component should be retained in the data even though it is an outlier and influences the results obtained from the set of all components.

What determines whether a component is an outlier that should be removed from a data set? The question must be answered by the model for the study, and the model will be based on theory. Macrosociological theory, however, has not developed sufficiently to permit a researcher to distinguish (i) an outlier component whose inclusion in a dataset produces biased results from (ii) an outlier component whose inclusion is essential for unbiased results. On the other hand, the question may be answered in the instant study by theory regarding the nature of the European Union. A necessary condition for the formation of the European Union was undoubtedly that the founding nations were similar on certain dimensions, and a necessary condition for the continuation and growth of the European Union is undoubtedly the persistence of this similarity. Indeed, the European Union has been funding projects designed to reduce differences among its member nations in economy-related conditions. Assuming, as the instant study does, that the European Union is a system of countries and that the system is viable, a particular country should not be eliminated from the data of the instant study unless a compelling reason exists for doing so. This


148 Because conflict between the components of a system can undermine the stability of the system, a system presumably requires some degree of system integration. Cf. DAVID LOCKWOOD, SOLIDARITY AND SCHISM 400 (1992).

149 BARNETT & LEWIS, supra note 146, at 7, 17.


151 See Bruce Western, Vague Theory and Model Uncertainty in Macrosociology, 26 SOC. METHODOLOGY 165, 166 (1996) (observing that current theories in macrosociology are not helpful in analyzing quantitative data).

conclusion is reinforced by the small number of countries that are components of the system (European Union); the relevance of each component to a system is presumably greater in a system that has few components than in a system that has many. For the instant study, in short, the retention of a country in the data is likely to be important, and may be essential, if error is to be avoided in identifying the societal antecedents of law in European Union nations.\footnote{See generally part III-D of chapter 9 in Larry D. Barnett, The Place of Law: The Role and Limits of Law in Society (2010) (unpublished manuscript).}

We turn now to the possibility that TFR suffered from an unacceptable degree of collinearity with another independent variable in the regression model. Collinearity is a frequent problem in data on a set of nations,\footnote{Western & Jackman, supra note 2, at 414.} but in the instant study, Stata kept all of the independent variables in the regression model when it computed the odds ratios even though it drops an independent variable that exceeds its criterion for collinearity.\footnote{See STATACORP, supra note 136, at 9, 205, 207.} Nonetheless, the failure to abandon a variable is not conclusive evidence that the degree of collinearity is acceptable. Indeed, the retention by any statistics software of an independent variable in a regression model does not ensure that excessive collinearity is absent.\footnote{HOSMER & LEMESHOW, supra note 137, at 140.}

Because the odds ratio obtained for TFR may have been biased by collinearity between TFR and another independent variable, TFR was taken out of the regression model, and the odds ratios for the remaining three independent variables (GDP, EDUCALL, and URBANPOP) were estimated. Notably, the odds ratios for the three independent variables in the three-variable model were not dissimilar in magnitude to the odds ratios for these variables in the four-variable model, and the direction of the relationship between each independent variable and the dependent variable (LAW) was the same in both models.\footnote{In the four-variable regression model — i.e., in the model that included TFR as an independent variable — the odds ratios for GDP, EDUCALL, and URBANPOP were 1.000609, 1.76051, and 1.349848, respectively. The odds ratios for these variables in the three-variable model are reported infra Table 1 and Table 2.} In terms of the direction of the relationships, the odds ratios for each independent variable exceeded 1.00 in both models.\footnote{After eliminating from a regression model an independent variable affected by collinearity, the odds ratios for the remaining independent variables may be biased. Fox, supra note 143, at 15–19. Given the consistency between the odds ratios for GDP, EDUCALL, and URBANPOP in the three-variable model and in the four-variable model, the elimination of TFR does not seem to have created such bias.}

Why not retain TFR in the regression model and eliminate another independent variable? Besides the unexpected direction and suspect magnitude

\footnote{Why not retain TFR in the regression model and eliminate another independent variable? Besides the unexpected direction and suspect magnitude...}
of the relationship of TFR to LAW, TFR was excluded because, during the time period covered by the study (1970 to 2005), a secular decline occurred in the total fertility rate of each of the four E.U. countries that did not enact law authorizing same-sex unions, namely, Austria, Greece, Ireland, and Italy. The decline is presented graphically in Figure 1. Under the rationale we followed for placing TFR in the regression model, the direction in which the total fertility rate moved in these four countries would have raised the odds that the countries would approve legislation recognizing same-sex unions. None of the four countries adopted such legislation, however, and their inaction in this regard undoubtedly had an appreciable impact on the odds ratio that was estimated for TFR using data on all of the fourteen countries.

Table 1 and Table 2 report the results of the regression analysis for the three-variable model. The results in Table 1 were generated by the de-

\[ \text{Figure 1. Countries Not Authorizing Same-Sex Unions} \]

\[ \text{Total Fertility Rate from 1970 to 2005} \]

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Austria</td>
<td>4.0</td>
<td>3.5</td>
<td>3.0</td>
<td>2.5</td>
<td>2.0</td>
<td>1.5</td>
<td>1.0</td>
<td>0.5</td>
</tr>
<tr>
<td>Greece</td>
<td>4.5</td>
<td>4.0</td>
<td>3.5</td>
<td>3.0</td>
<td>2.5</td>
<td>2.0</td>
<td>1.5</td>
<td>1.0</td>
</tr>
<tr>
<td>Ireland</td>
<td>3.5</td>
<td>3.0</td>
<td>2.5</td>
<td>2.0</td>
<td>1.5</td>
<td>1.0</td>
<td>0.5</td>
<td>0.0</td>
</tr>
<tr>
<td>Italy</td>
<td>3.0</td>
<td>2.5</td>
<td>2.0</td>
<td>1.5</td>
<td>1.0</td>
<td>0.5</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

\[ \text{Table 1 and Table 2 report the results of the regression analysis for the three-variable model.} \]

\[ \text{The entries in the bottom panel of the tables are explained in StataCorp, supra note 136, at 210–11, and in Rabe-Hesketh & Skrondal, supra note 114, at 58, 102–04.} \]
fault quadrature approximation in \textsc{xtlogit}; the results in Table 2 were generated by \textsc{xtlogit} with 15 quadrature points.\footnote{Quadrature approximation is discussed in: \textsc{Rabe-Hesketh \& Skrondal}, \textit{supra} note 114, at 258–62; and \textsc{Marc Calens \& Christophe Croux}, \textit{Performance of Likelihood-based Estimation Methods for Multilevel Binary Regression Models}, 75 \textsc{J. Stat. Computation \& Simulation} 1003, 1007 (2005). As recommended by \textsc{Rabe-Hesketh \& Skrondal}, \textit{supra} note 114, at 261, the number of quadrature points for the results presented in Table 2 was selected by repeating the regression estimation with an increasing number of points.} Significance levels, which are derived from the standard errors of the regression coefficients, are given for two-tailed tests,\footnote{\textsc{Stata} supplies the significance levels for two-tailed tests. Significance levels under a one-tailed test are one-half those shown in the tables.} but as explained earlier, the criterion for drawing conclusions about an independent variable in the regression model was the odds ratio for the variable — whether, the degree to which, and the direction in which the odds ratio deviated from 1.00.
Table 1. Regression of LAW on GDP, EDUCALL, and URBANPOP (default quadrature method)

| Variable  | Odds ratio | Regression coefficient | Standard error of regression coefficient | z     | p>|z| |
|-----------|------------|-------------------------|------------------------------------------|-------|-----|
| GDP       | 1.000799   | 0.000799                | 0.000679                                 | 1.18  | 0.239 |
| EDUCALL   | 1.377840   | 0.320517                | 0.923837                                 | 0.35  | 0.729 |
| URBANPOP  | 1.405618   | 0.340477                | 0.463411                                 | 0.73  | 0.463 |
| constant  | 38.280300  |                         | 36.259020                                | -     | 0.291 |

Regression model
Number of observations = 110
Number of groups (countries) = 14
Observations per group (country)
  Minimum = 6
  Maximum = 8
  Average = 7.9

Log likelihood = -24.323267
Wald chi2(3) = 1.96
Probability > chi2 = 0.5801

\[ \ln(\sigma^2) = 4.273009 \]
Standard error of \( \ln(\sigma^2) \) = 1.868620

\[ \sigma^2 = 8.469780 \]
Standard error = 7.913399

\[ \rho = 0.9561509 \]
Standard error = 0.0783444

Likelihood-ratio test of \( \rho = 0 \):
Chibar2(01) = 7.75, probability > chibar2 = 0.003
Table 2. Regression of LAW on GDP, EDUCALL, and URBANPOP
(15 quadrature points)

| Variable   | Odds ratio | Regression coefficient | Standard error of regression coefficient | z      | p>|z| |
|------------|------------|------------------------|----------------------------------------|--------|--|
| GDP        | 1.001221   | 0.001221               | 0.0008148                              | 1.50   | 0.134 |
| EDUCALL    | 1.504103   | 0.408196               | 1.2334540                              | 0.33   | 0.741 |
| URBANPOP   | 1.828459   | 0.603473               | 0.4715783                              | 1.28   | 0.201 |
| constant   | -57.938500 | 39.3373700             | 1.47                                   | 0.141  |  |

Regression model
Number of observations = 110
Number of groups (countries) = 14
Observations per group (country)
  Minimum = 6
  Maximum = 8
  Average = 7.9

Log likelihood = -24.272617
Wald chi2(3) = 2.45
Probability > chi2 = 0.4841

\[ \ln(\sigma_v^2) = 5.099070 \]
Standard error of \[ \ln(\sigma_v^2) \] = 1.422154

\[ \sigma_v = 12.801150 \]
Standard error = 9.102608

\[ \rho = 0.9803190 \]
Standard error = 0.0274386

Likelihood-ratio test of \[ \rho = 0 \]:
Chibar2(01) = 7.85, probability>= chibar2 = 0.003
According to the odds ratios in Table 2 — on which we will focus in summarizing the results of the data analysis — the odds that legislation would be enacted by a country to authorize same-sex unions increased by .1221% for every additional U.S. dollar of gross domestic product per person; increased by 50.4% for every additional year of school-life expectancy; and increased by 82.8% for every additional percentage point in the share of the population that resided in an urban agglomeration. In multiple regression, of course, an odds ratio (and coefficient) for an independent variable estimates the impact of that independent variable on the dependent variable after the effects of the other independent variables in the regression model have been statistically removed. For the countries and the time period covered by the instant study, therefore, growth in each independent variable — wealth, education, and urbanism — raised the odds that a country would enact law authorizing same-sex unions, and the contribution of each independent variable to the enactment of such law was evidently of practical importance.

162. The percentage change in the odds of such legislation that is due to a change of one unit in a given independent variable is calculated by (i) subtracting 1.000 from the odds ratio for that independent variable and (ii) multiplying the result by 100. For example, the percentage change in the odds of such legislation from a one-dollar gain in gross domestic product per capita is computed by subtracting 1,000 from the odds ratio for GDP and multiplying by 100, i.e., \[ 1.001221 - 1.000000 = 0.001221 \times 100 = 0.1221\% \]. However, the percentage change resulting from an increase of more than one unit in an independent variable may not be accurately estimated when multiplying (i) the percentage change attributable to one unit of the independent variable by (ii) the number of units in a larger amount. LONG & FREESE, supra note 128, at 216. Accordingly, if gross domestic product per capita rises by $2,500, the percentage change in the odds of enacting legislation that recognizes same-sex unions may be more or less than $.1221 \times 2,500.

163. The measures of these variables are described in the text accompanying supra notes 115 and 118–122.

164. When pooled time-series data are employed — i.e., when the XTLOGIT command is used — there are no generally accepted Stata statistical techniques that compare regression coefficients for the independent variables in a model and estimate the relative impact of each independent variable on the dependent variable. For example, the LISTCOEF command is unavailable with XTLOGIT, and as a result, the instant study was unable to obtain standardized regression coefficients. The LISTCOEF command is described in LONG & FREESE, supra note 128, at 94–98, 464–67. In addition, the PRCHANGE command does not work with XTLOGIT, precluding an alternative approach to assessing the magnitude of the impact of each independent variable in the study. The PRCHANGE command is described in id. at 118–22, 216–17.

As explained in note 162, supra, the percentage change in the odds of LAW may be inaccurately estimated if the percentage change in these odds due to a one-unit change in a specific independent variable is multiplied by a larger number of units of the same independent variable. Nonetheless, the importance of an independent variable to explaining the dependent variable may be roughly indicated by the size of the range (i.e., the difference between the maximum and minimum number of units) of the independent variable in conjunction with the magnitude of the odds ratio for that independent variable. See LONG & FREESE, supra note 128, at 216. In the data for the independent variables in the present study, the largest difference within a country over time, or between countries at a single point in time, was $62,678 for GDP, 7.3 years for EDUCALL, and 38.6 percentage points for URBANPOP.
IV. DISCUSSION

The findings presented in Part III-D supra are consistent with the results of earlier research with regard to education and population density, and they are not inconsistent with the results of earlier research with regard to wealth. The relationships to law on same-sex unions that the instant study uncovered, therefore, seem unlikely to be due to chance or to any of the numerous problems that potentially undermine research in the social sciences.

Notably, the findings of the instant study are consistent with the theory of urbanism. The findings indicate that high population density contributes to the emergence of doctrines of law that authorize same-sex non-marital partnerships and same-sex marriage. For the institution of law, then, the level of population concentration in a society matters. Furthermore, the findings as to wealth and education lend credibility to the proposition that the knowledge used by a society exercises a powerful influence on the character of the society and, in turn, on the content of its law. Specifically, improvements in the quality and quantity of knowledge during the last hundred years (if not longer) are likely to have augmented the wealth and educational level of the population of Western nations; increases in wealth and educational attainment probably raised the degree and expanded the prevalence of individualism and rationality; and greater individualism and rationality are likely to have shaped the concepts and doctrines of law in these nations. The extent and magnitude of the impact of the stock of knowledge has not been understood, however, because the impact has been mainly if not entirely indirect.

Perhaps some appreciation of the ability of growing wealth, education, and urbanism to shape law on same-sex non-marital partnerships and same-sex marriage can be gained from a visual presentation of the changes that have occurred in these factors in European Union nations. Figure 2 includes three graphs, each of which shows the mean of the fourteen countries on one factor at the eight time points from 1970 to 2005. The trends in the graphs are probably known in general terms by most readers, but the graphs delineate precisely the level of each factor and its course over time. Perusal of the graphs indicates that, during the period covered, there were secular increases in all three factors. The upward movement of the factors, together with the magnitude of the movement in wealth and in education, adds credibility to the odds ratios that were reported in Table 1 and Table 2. In short, countries are evidently pushed to adopt law authorizing same-sex non-marital partnerships and same-sex marriage by growth in the stock of
knowledge and in urbanism.
Although we hope that our study has contributed to understanding the emergence of law recognizing same-sex non-marital partnerships and same-sex marriage, we want to stress that our study should not be taken as an ending point — indeed, it is only a beginning. We are under no illusion that our study provides the definitive word on the societal properties that prompt jurisdictions to adopt law authorizing same-sex unions. On the contrary, our study is no more than a small step in the search for these properties. Nevertheless, we hope that the study adds to what has been learned from prior research on the antecedents of law and that it will prompt others to undertake their own research. The properties of societies that shape law on all types of activities and entities would benefit from the efforts of additional investigators, and in order to assist them, we want to suggest two independent variables that were absent from our explanatory model but that we believe hold promise for understanding the antecedents of law on same-sex unions and on at least some other topics as well.

One of the variables that we recommend for inclusion in future research is the status of women relative to the status of men. Unfortunately, we were unable to find data for a suitable measure of gender status in the years and countries included in our study. The relative status of women may help to account for whether law authorizes same-sex unions because, in research that was recently completed on a nationwide sample of adults in the United States, the odds that morality would be deemed a private matter (as opposed to a public issue) were found to be much higher among women than among men.\textsuperscript{165} Given the evidence that social values shape law,\textsuperscript{166} a plausible argument can be made that, in the United States, (i) gains in the status of women increased the influence of social values classifying morality as private and (ii) this shift in social values moved the U.S. Supreme Court to rule in a series of cases that the national Constitution is offended by government action designed to penalize adults for consensual, noncommercial, nonpublic sexual activity and its incidents.\textsuperscript{167} The cases were decided during the period from 1965 to 2003, and included law-imposed penalties for consensual, noncommercial, nonpublic sexual activity when it involves adults who are of the same sex.\textsuperscript{168}

\textsuperscript{165} \textit{Morality and Law}, supra note 21, at 588 & n.156 (finding, in an analysis of data from the 1991 General Social Survey, that the odds were 265% higher for women than for men that morality would be considered a private matter).

\textsuperscript{166} \textit{The Roots of Law}, supra note 10, at 674 n.189 (citing empirical studies that found that social values affect law).

\textsuperscript{167} \textit{Morality and Law}, supra note 21, at 593–603 (presenting the argument).

\textsuperscript{168} Lawrence v. Texas, 539 U.S. 558 (2003).
Therefore, has come to be viewed as a private choice under the Constitution of the United States, and it cannot be suppressed by government. Assuming that the appreciably greater inclination of women than of men to assign morality to the private sphere is not limited to the United States, the status of women can be expected to shape law targeting same-sex relationships in numerous nations. If so, improvements in the status of women in a country, ceteris paribus, raise the likelihood that same-sex non-marital partnerships and same-sex marriage will be treated as a private matter and that the law of the country will permit such unions. In sum, future studies of this law, as well as of law targeting social behaviors and arrangements bearing on sexual activity, may benefit from incorporating the status of women into their models.

The second independent variable that we recommend for inclusion in future research is relevant to law on all topics rather than to just law on same-sex unions. The variable is the ease with which a country can modify the concepts and doctrines in its law. Unfortunately, a satisfactory measure of this variable does not seem to exist for the countries and years covered by our study. The variable, in being concerned with the process by which concepts and doctrines enter law, involves all lawmaking entities — legislatures, judicial bodies, and administrative agencies. The variable is potentially important insofar as it affects the speed with which law is harmonized with societal properties. Extremes in the structure of the lawmaking process probably arise from major historical events such as wars and economic depressions; i.e., a country may be so disrupted by an event that its lawmaking procedures are reorganized for the purpose of allowing, or of preventing, a material delay in or complete thwarting of new law. In the instant study, the structure of the lawmaking process would have been treated as a factor intervening between (i) the other explanatory variables and (ii) the content of law regarding same-sex unions. The impact of (i) on (ii) would be expected to occur with a delay in countries whose lawmaking process allows alterations in law to be readily blocked. In these countries, the threshold at which law is altered by change in societal properties is likely to be materially higher than in countries whose lawmaking process is conducive to revisions in law.

169 Morality and Law, supra note 21, at 594 & n.168.
170 See supra note 83 and accompanying text.
APPENDIX

A social scientist who we asked to critique the instant study questioned whether our regression model was correct in assuming that the independent variables (EDUCALL, GDP, and URBANPOP) concurrently affected the dependent variable (LAW). The independent variables, he believed, have a temporal sequence, and he recommended that our model, and hence our data analysis, incorporate this sequence. Specifically, the reviewer advanced the following propositions: (i) GDP is an immediate antecedent both of EDUCALL and of URBANPOP; (ii) EDUCALL and URBANPOP are immediate antecedents of LAW; and, consequently, (iii) the influence of GDP on LAW occurs indirectly through EDUCALL and URBANPOP.\textsuperscript{171} The propositions are portrayed in the following diagram:

\begin{center}
\includegraphics[width=0.5\textwidth]{diagram.png}
\end{center}

Although no rationale was provided for the foregoing propositions, the reviewer may have reasoned that basic goods such as food and minerals are not produced by full-time students or by inhabitants of densely populated areas, but that these goods are nonetheless required for full-time schooling and residence in a large city. Under this reasoning, basic goods are the foundation for wealth (as measured by GDP), and the wealth of a society determines the proportion of the population of the society that is able to engage in activities that do not themselves generate basic goods. Societal wealth would thus be the cornerstone for, and possibly would be the driving force behind, average educational attainment and degree of urbanization.

The above reasoning is logical and therefore appealing, but the model it yields is dubious. Indeed, the model advanced by the reviewer masks the considerable disagreement that exists regarding the direction of causality between societal wealth, schooling, and the share of the population residing in metropolitan areas. Two particular factors, however, undermine the credibility of the model proposed by the reviewer. First, proposition (i) of the reviewer is not supported by quantitative research. Average educational attainment has been found to contribute to growth in societal wealth, but an impact of the latter on the former—i.e., an impact of societal wealth on educational attainment—is apparently weak. The direction of causality, therefore, seems to be chiefly from educational attainment to wealth. Moreover, in most of the nations that were included in the instant study, societal wealth does not affect the density of population. Indeed, the reverse evidently occurs in these nations, i.e., degree of urbanization affects the level of wealth.

The model proposed by the reviewer is implausible for a second reason as well, namely, the findings presented in Part III-D supra. Specifically, the model of the reviewer treats EDUCALL and URBANPOP as variables intervening between GDP and LAW, but if this model is correct and no other variables are positioned between GDP and LAW, a relationship between GDP and LAW should be absent in Table 2 because EDUCALL and URBANPOP are held constant in computing whether GDP is related to LAW. Controls for EDUCALL and URBANPOP, that is, should have removed the ability of GDP to affect LAW if the impact of GDP on LAW occurred through (and only through) EDUCALL and URBANPOP. As Table 2 shows, however, GDP had an appreciable influence on LAW despite the controls for EDUCALL and

---


174 Mazumdar, supra note 172, at 364, 365, 367, 373. Dr. Mazumdar found that, in high-income countries and in low-income countries, the percentage of the population that resides in urban locations affected, but was unaffected by, per capita real gross domestic product; in middle-income countries, the two variables affected each other. Id. at 373. The study by Dr. Mazumdar included ninety-two countries, while our study included fourteen. (The fourteen nations in our study are listed in the text in Part II supra.) Ten of the fourteen nations in our study were classified as high-income countries by Dr. Mazumdar; three of the nations in our study (viz., Greece, Ireland, and Portugal) were classified as middle-income countries by Dr. Mazumdar. One nation in our study (viz., Luxembourg) was not in the study by Dr. Mazumdar. Mazumdar, supra note 172, at 367.
URBANPOP.\textsuperscript{175} Of course, even with controls for EDUCALL and URBANPOP, GDP would continue to have an impact on LAW if GDP affects LAW through other intervening variables, but these other intervening variables have yet to be identified and the manner in which they operate is unknown. Indeed, a problem underlying all models that seek to explain the content and evolution of law is that they are in territory that social scientists have only begun to chart.

In the end, then, the reader should keep in mind that social science remains uncertain about whether and how EDUCALL, GDP, and URBANPOP are related to each other. The uncertainty may exist in part because the three variables may not possess simple causal interconnections,\textsuperscript{176} but regardless of its source, the uncertainty is a compelling reason to entertain models other than that advanced by the reviewer. A consideration of other models is especially important for the instant study given that the concern of the study is the relationships of these variables to \textit{law} rather than to each other. One plausible model suggests that, in general, average educational attainment and population density are antecedents, not results, of wealth,\textsuperscript{177} and that each of the three variables (EDUCALL, URBANPOP, and GDP) have their own impact on LAW. In this model, greater educational attainment and urbanization (i) improve economically relevant skills in a society and (ii) increase rationality, both of which contribute to enlarging gross domestic product per person, i.e., wealth. With gains in wealth and in rationality, increases in individualism can be expected.\textsuperscript{178} Contrary to the model proposed by the reviewer, educational attainment and population density may thus start the sequence, with growth in these societal forces adding to wealth and sharpening analytical skills.

In the model just described, the components and concomitants of individualism (e.g., rationality and analytical skills) are fostered by an increase in education, an increase in population density, and an increase in wealth. Individualism is important to the instant article for two reasons. First, an intensification and expansion of individualism may have been a central and

\textsuperscript{175} See \textit{supra} notes 162–164 and accompanying text.

\textsuperscript{176} See Mazumdar, \textit{supra} note 172, at 373, 378, 380 (discussing, for countries in each of three levels of gross domestic product per capita, the causal connections found between education measures, gross domestic product per capita, and urban population).

\textsuperscript{177} \textit{Supra} notes 173 (education) and 174 (urbanization) and accompanying text.

\textsuperscript{178} See \textit{The Roots of Law, supra} note 10, at 630–31, 677–79 (contending that increases in knowledge lead to increases in economic wealth and rationality, each of which fosters individualism). A similar sequence of effects from the growth of knowledge is traced in \textit{Law as Symbol, supra} note 14, at 336 & n.224.
defining feature of global change in recent history. Second, individualism involves or creates challenges to the conventions of societies. Since opposition to societal conventions from rising and spreading individualism is likely to be broad rather than narrow, individualism undermines traditional lifestyles as a whole, including traditional forms of marriage. As conventional lifestyles become less accepted and less enforceable in a society, law authorizing alternative lifestyles can be expected to follow.

Under the above rationale, then, the relationships between EDUCALL, URBANPOP, and GDP, on the one hand, and LAW, on the other, differ materially from those suggested by the reviewer. The relationships posited by the above rationale can be diagrammed as follows:

What is the most appropriate model for the instant study? The systematic exploration of the societal antecedents of law is in its infancy, and not surprisingly, the picture of these antecedents that social scientists have painted to date is hazy. Because the three independent variables (EDUCALL, GDP, and URBANPOP) in the present study do not clearly have a temporal order in explaining the content of law at any single point in time or over time, they were assumed by the model that was employed in Part III-D supra to have concurrent effects on LAW. Models are not developed in a vacuum, of course, and they should not be based solely on existing theory or solely on an analysis of data; rather, models should be grounded on a combination of theory and information from prior empirical

179 Frank & McEneaney, supra note 15, at 912.
180 Because average educational attainment, societal wealth, and degree of urbanization are correlated, just one of the three was used to capture the influence of all of them in a study of jurisdiction-level antecedents of law. Frank & McEneaney, supra note 15, at 926. However, the three variables are different phenomena and should not be deemed interchangeable; each is important in its own right. Thus, the theory of urbanism (explained in the text accompanying supra notes 27–29) cannot be tested without a measure of population density, but a test of the theory must also include a measure of average educational attainment and a measure of wealth. The inclusion of data on educational attainment and on wealth allows these variables to be controlled and their effects to be removed so that the impact (if any) of urban life on law can be isolated.
studies. The model that was chosen for the instant study satisfies this criterion, and the credibility of the model is bolstered by the findings reported in Table 2. Accordingly, unless future social science research and theory applicable to the societal antecedents of law recommend a model in which EDUCALL, GDP, and URBANPOP are temporally ordered, the most prudent course is to assume that the effects of the variables on law are concurrent.