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ABSTRACT

Hydrologic model evaluations have traditionally focused on measuring how closely the model can simu-
late various characteristics of historical observations. Although advancing hydrologic forecasting is an
often-stated goal of numerous modeling studies, testing in a forecasting mode is seldom undertaken, limiting
information derived from these analyses. One can overcome this limitation through generation, and sub-
sequent analysis, of ensemble hindcasts. In this study, long-range ensemble hindcasts are generated for the
available period of record for a basin in southwestern Idaho for the purpose of evaluating the Snow–
Atmosphere–Soil Transfer (SAST) model against the current operational benchmark, the National
Weather Service’s (NWS) snow accumulation and ablation model SNOW17. Both snow models were
coupled with the NWS operational rainfall runoff model and ensembles of seasonal discharge and weekly
snow water equivalent (SWE) were evaluated. Ensemble predictions from both the SAST and SNOW17
models were better than climatology forecasts, for the period studied. In most cases, the accuracy of the
SAST-generated predictions was similar to the SNOW17-generated predictions, except during periods of
significant melting. Differences in model performance are partially attributed to initial condition errors.
After updating the SWE state in the snow models with the observed SWE, the forecasts were improved
during the first 2–4 weeks of the forecast window and the skills were essentially equal in both forecasting
systems for the study watershed. Climate dominated the forecast uncertainty in the latter part of the forecast
window while initial conditions controlled the forecast skill in the first 3–4 weeks of the forecast. The use
of hindcasting in the snow model analysis revealed that, given the dominance of the initial conditions on
forecast skill, streamflow predictions will be most improved through the use of state updating.

1. Introduction

Hydrologic analyses seldom address a model’s fore-
casting ability, despite this being an often-stated moti-
vation in many hydrologic modeling studies. Recently,
Welles et al. (2007) identified forecast verification as an

obvious gap in hydrologic research aimed at improving
hydrologic forecasting. The hydrologic research com-
munity has generally focused on the validation of new
techniques through simulation, while forecast verifica-
tion has yet to be widely used. Forecast verification
provides an objective means to guide future research
aimed at improving hydrologic forecasts (Welles et al.
2007). Perkins (1988), Rango and Martinec (1994), and
Gomez-Landesa and Rango (2002) included forecast-
ing evaluation in their snow model analyses. Several of
these studies were conducted in real time, either by, or
in cooperation with, operational agency personnel.

Researchers are limited as they may not be able to
evaluate their techniques over the range of conditions
that will be found in the forecast setting. However,
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without analysis of the predictive skills of the model
during research and development, there may be insuf-
ficient information to rigorously assess the possible out-
come of applying new techniques operationally. Al-
though all contingencies of an operational forecast en-
vironment cannot be addressed, hindcasting provides
valuable insight on alternative methods and can easily
be applied within the research setting. Hindcasting has
been used to evaluate the application of climate signals
for ensemble weighting (Werner et al. 2004; Hamlet
and Lettenmaier 1999), to examine the use of climate
forecast model output as forcing for hydrologic predic-
tion models (Carpenter and Georgakakos 2001; Wood
et al. 2005), and to create sufficient forecast samples to
investigate forecasting systems and verification meth-
ods (Wood et al. 2002; Franz et al. 2003; Bradley et al.
2004). Recent publications have also used hindcasting
to investigate the use of numerical weather predictions
in hydrologic forecasting (Westrick et al. 2002; Roulin
and Vannitsem 2005; Werner et al. 2005; Clark and Hay
2004).

The work presented here evaluates the use of en-
semble streamflow prediction (ESP) hindcasts as the
definitive step in the investigation of the Snow–
Atmosphere–Soil Transfer model (SAST; Jin et al.
1999a), a snow energy balance model, for use in the
National Weather Service River Forecasting System
(NWSRFS). Kirchner et al. (1996) states that evalua-
tion of a model requires three critical elements: a per-
formance criterion, a benchmark, and an outcome. Per-
formance criterion refers to the ability to match the
desired variable being modeled; in this instance the
variables of interest are simulated snow water equiva-
lent (SWE), melt, and discharge. The benchmark is an
alternative to the model being evaluated. Given fore-
casting as the proposed application of the SAST, our
benchmark is identified as the operational National
Weather Service (NWS) SNOW17 model (Anderson
1973), a temperature-based snow model. The outcome
describes how the model performs with respect to the
benchmark; the performance of interest is producing
ensemble streamflow predictions (ESPs) as reliable as,
or better than, the benchmark. Ensemble streamflow
predictions are expected to be a key component of the
planned NWS Advanced Hydrologic Predictions Ser-
vices (AHPS; McEnery et al. 2005); thus, a new forecast
snow model will have to be viable within the scope of
this forecasting method.

Implementation of a forecast model is complicated,
primarily due to the lack of dialogue between the re-
searcher and operational forecaster to develop and
frame algorithms that will work in the “operational
world” (Rango 1989). The NWS is making efforts to

improve the communication between forecasters and
researchers through new projects such as the Hydro-
logic Ensemble Predictions EXperiment (HEPEX;
Franz et al. 2005) and development of the Advanced
Hydrologic Prediction Services (AHPS; McEnery et al.
2005). Infusion of new science and technology will be
limited by the inability to test alternative methods with
other components of the forecast system. Recently, the
Community Hydrologic Prediction System (CPHS) has
been proposed (Schaake et al. 2006) which will have an
open software infrastructure allowing new components
to be “plugged in” to the system more easily. However,
until CHPS is developed and well tested, the NWSRFS
will continue to be the official hydrologic forecast sys-
tem in the United States. Any research advances will
have to be made compatible with the current NWSRFS
in order to be transferred to operations in the near
future.

In a prior study, the SAST was coupled to the
NWS Sacramento Soil Moisture Accounting Model
(SACSMA; Burnash et al. 1973) and compared to the
existing NWS SNOW17–SACSMA modeling system
based on seasonal snowpack and discharge simulations
(Franz et al. 2008). The study area included two nested
basins in the Reynolds Creek Experimental Watershed
(RCEW), Idaho (Slaughter et al. 2001). Both snow
models were shown to be equally skillful for most years,
with the SNOW17 being less prone to large overesti-
mations of seasonal SWE and less sensitive to input
data uncertainty. On average, the SAST more accurate-
ly matched the timing of completion of the snowpack
melt, but tended to overestimate SWE and rapidly melt
snow in the spring leading to overestimated peak dis-
charge during several years (when the SAST is coupled
to the SACSMA). The results of the study suggested
the potential for the implementation of the SAST in
seasonal streamflow prediction within the NWSRFS
given further understanding of model, parameter, and
data uncertainty.

In the current work, we provide a framework for a
more rigorous evaluation of the alternative snow model
performances by incorporating ensemble prediction
and operational benchmarks to evaluate the skill for
coupled snow–runoff forecasting. Thirteen years of
simulated historical ESP outlooks (hindcasts) of SWE
and streamflow are created using both the SAST and
SNOW17. Hindcasts are analyzed using common fore-
cast verification statistics. The ensemble prediction
method of the NWS provides a quantitative assessment
of the impact of future climate uncertainties on pre-
dicted streamflow. The SNOW17 cannot directly ac-
count for the influence of many meteorological vari-
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ables, such as solar and longwave radiation or wind, on
snowpack processes. Surface albedo variations, in par-
ticular, have a large impact on the energy balance equa-
tions in the spring due to large solar fluxes that alter the
energy balance (Jin et al. 1999a). The SAST model was
also found to be more sensitive to inputs than the
SNOW17 (Franz et al. 2008). Therefore, we hypoth-
esize that the SAST, which explicitly solves the energy
balance of a snowpack by incorporating multiple cli-
mate variables, will provide more accurate estimates of
future uncertainties in SWE, snowmelt timing, and
overall basin discharge when compared to the
SNOW17, which is restricted by data insensitivity and
limited inputs.

2. Methodology

a. Study sites

The Reynolds Creek Experimental Watershed
(RCEW) is located in the Owyhee Mountains of south-
western Idaho (Fig. 1). The basin is characterized by a
semiarid climate with precipitation ranging from ap-
proximately 230 mm in the lower elevations to over
1100 mm in the upper elevations, of which 20% and
75%, respectively, occur as snow (Hanson 2001). Data
for the basin were obtained from the U.S. Department
of Agriculture, Agricultural Research Service, North-
west Watershed Research Center.

Point SWE and watershed discharge forecasts were
generated for a 0.39 km2 (Pierson et al. 2001), snow-
dominated subbasin with minimal relief (2024–2139 m)
called Reynolds Mountain East (hereafter called the
East basin). A snow pillow at the center of the East
basin provided data for verification of SWE outlooks.
The East basin is nested within the Tollgate basin. Dis-
charge forecasts were generated for the Tollgate water-
shed, which is 54.44 km2 in area, with an elevation
range of 1398–2244 m (Pierson et al. 2001). Weir data
were used to analyze watershed discharge hindcasts for
the East and the Tollgate basins.

Watershed simulations were conducted in a lumped
manner for both basins using the Thiessen polygon
method to compute average precipitation (Franz et al.
2008). Model input data for the East basin were taken
from a climate observation station located on the west-
ern edge of the basin. Model input data for the Tollgate
were computed for the mean basin elevation (1837 m)
using a lapse rate between two climate observation
points closest to the basin (Hanson et al. 2001).

b. Models

The SNOW17 is a conceptual snow accumulation and
ablation model (Anderson 1976). Energy balance equa-

tions are only explicitly used during rain on snow events
when assumptions about meteorological conditions can
be reasonably made. Temperature inputs are used to
estimate the snowpack heat content, snow accumula-
tion, and snowmelt. The heat deficit, liquid water re-
tention and transmission, and the areal extent of snow
cover are represented through the use of empirical
equations and 10 parameters (NWS 2004). Snow is
modeled as a single layer and the model requires inputs
of temperature and precipitation. The model computes
the SWE and snow-covered-area state variables, and
outputs melt.

The SAST scheme (Jin et al. 1999a,b) is based on the
physically based snow schemes of the one-dimensional
snow property and process models (Jordan 1991;
Anderson 1976), but has been made computationally

FIG. 1. Locations of the outlets of Tollgate and Reynolds Moun-
tain East watersheds in the USDA Reynolds Creek Experimental
Watershed.
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simpler to allow for application to climate and hydro-
logic studies (Sun et al. 1999). The SAST explicitly
computes snow compaction, heat conduction, grain
growth, and snow melting. The model includes equa-
tions for tracking the heat content of the pack using
energy balance equations, the mass balance of the
snowpack, and the rate of snow compaction and snow
density changes. It uses no more than three snow layers,
which vary in thickness depending upon the total depth
of the snow (Sun et al. 1999). SAST computes the fol-
lowing state and outputs variables: SWE, snow density,
runoff, snow temperature profiles, and turbulent heat
fluxes at the snow surface. The SAST model requires
the following inputs: incoming and reflected shortwave
radiation, incoming longwave radiation, air tempera-
ture, precipitation, wind speed, and relative humidity.

The SACSMA model is a saturation excess model
that represents percolation, soil moisture storage,
drainage, and evapotranspiration (ET) processes in a
conceptual manner (Burnash et al. 1973). Inputs to the
SACSMA are basin-average precipitation and/or snow-
melt, and potential evaporation (PE); output is a basin-
average runoff depth. NWS PE values from an adjacent
forecast basin for the 16th of each month were used to
linearly interpolate daily PE. The SACSMA has 16 pa-
rameters, 4 of which are typically set to default values.
Runoff from the SACSMA was routed using a linear
reservoir to compute basin discharge. An areal deple-
tion curve (ADC) was used for both models to compute
the snow-covered area and basin-average melt when
the models were coupled to the SACSMA for water-
shed-scale hindcasts of discharge.

Both snow models were manually calibrated and
evaluated against observations of SWE at the snow site
in the East basin (Franz et al. 2008). The SACSMA was
calibrated using automatic methods (Hogue et al. 2000,
2006). The snow models were run at a 1-h time step. No
snow correction factor was applied and the rain–snow
cutoff was set at 1°C for both models so each would
receive equal amounts of snowfall.

c. Ensemble streamflow prediction and hindcasting

The NWS ESP system was developed as an objective
method for generating long-term probabilistic stream-
flow outlooks (Day 1985). ESP employs operational
forecast models and past meteorology to develop mul-
tiple streamflow sequences (traces) conditioned on the
current basin states. A probabilistic forecast is created
by statistical analysis of the multiple streamflow sce-
narios produced. The forecasts are based on the as-
sumption that past meteorology is representative of
possible future events (Franz et al. 2003). Forecast

traces can be individually weighted based on factors
such as climate; however, in the application presented
here all traces are considered equally likely.

Initial basin conditions were computed by running
the calibrated models throughout the entire period of
record, creating a historical simulation (Franz et al.
2003), and archiving states for the first day of the de-
sired forecasts. Hindcasts, or conditional simulations,
were then generated by running the models for each
historical forecast day, initializing the models from the
appropriate saved state, and driving the models with
input data from the historical record spanning the de-
sired forecast period.

All available meteorological data were used for the
generation of forecast traces [water years (WY) 1984–
96, excluding the forecast year], resulting in 12 traces
per hindcast and 13 hindcasts per forecast date. Follow-
ing the schedules employed by forecasting agencies op-
erating in the northwest United States, hindcasts were
generated for 1 January (J1), 1 February (F1), 1 March
(M1), 1 April (A1), and 1 May (My1) forecast dates.

A deterministic forecast predicts a single value of a
variable (Croley 2000). With respect to ESP, a deter-
ministic outlook could be obtained by choosing a single
value from the ensemble such as the ensemble mean or
median. A probabilistic forecast provides a predicted
value(s) of a variable and the associated distribution
function that reflects the likelihood of the event (Cro-
ley 2000). A probabilistic ESP forecast is produced by
considering the distribution of the ensemble members.
Forecast probabilities for the ESP ensembles used here
were generated by distributing the ensembles into bins
defined from the cumulative distribution of all available
historical observations (climatology) of the prediction
variable (Franz et al. 2003). For streamflow forecasts,
10 categories (10th percentile, 20th percentile, etc.)
were determined from the empirical distribution of his-
torical April–July (seasonal) discharge volumes based
on 1963–96 data. (The May–July discharge volumes
were used for the My1 hindcasts). The relative or cu-
mulative frequencies of ensemble members within
these categories were then computed to generate the
probabilistic forecast. Ensembles of weekly mean
SWEs were processed in a similar manner using obser-
vations from 1984 to 1996 to determine the SWE cli-
matology.

d. Forecast verification

There are numerous forecast verification measures in
the literature. We include three deterministic measures
to evaluate and compare the skill of the ensemble me-
dian: the coefficient of prediction (Cp), the mean error,
and the joint distribution. We also utilize two common
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probabilistic measures to evaluate and compare the en-
semble skill: ranked probability skill score (RPSS) and
reliability.

The coefficient of prediction (Cp) (Lettenmaier 1984)
is defined as

Cp � 1 �
Var� fmed � o�

Var�o�
, �1�

where o is the observation, fmed is the forecast (en-
semble median), and Var(•) is the variance of each of
the respective variables. A value of Cp equal to 1.0
indicates a perfect forecast and a Cp less than zero in-
dicates that the mean of the observations is a better
predictor than the forecast. Mean error (ME) is the
average difference between the forecasts and the ob-
servations:

ME �
1
n �

k�1

n

fmed,k � ok, �2�

where n is the number of forecasts.
The joint distribution of the forecast and the obser-

vation [p( fmed, o)] can be analyzed through the use of
a scatterplot, where perfect forecasts fall along the 1:1
line. The joint distribution provides information about
the forecasts, the observations, and the relationship be-
tween the forecasts and observations (Murphy and
Winkler 1987). Although common practice, choosing
one value from an ensemble forecast assumes that the
probability of the single value is 1. The skill of the
likelihood estimates and information about ensemble
spread cannot be accurately assessed by evaluating a
deterministic value. Therefore, we plot the 10th and
90th percentiles from the ensembles on the joint distri-
bution diagrams and include the following statistics.

The ranked probability score (RPSL; Epstein 1969;
Wilks 1995; Müller et al. 2005) is a measure of the
overall accuracy of multicategory forecasts. RPSL is de-
fined as the mean square error of the cumulative prob-
ability distribution of the forecasts (Fm) and the obser-
vations (Om):

RPSL � �
m�1

J

|Fm � Om |L, �3�

Fm � �
j�1

m

fj, m � 1, . . . J, and �4�

Om � �
j�1

m

oj, m � 1, . . . J, �5�

where fj is the relative frequency of the forecast traces,
oj is the relative frequency of the observations, J is the
number of event categories, and L is the norm. In the

standard definition of the RPSL (Wilks 1995), L � 2.
The observation occurs in only one of the categories,
which is given a value of 1; the remaining categories are
given a value of 0 (Wilks 1995). For a group of n fore-
casts, the RPSL is the average (RPSL) of the n RPSL

scores:

RPSL �
1
n �

k�1

n

RPSL,k. �6�

An RPSL score of 0 indicates a perfect forecast; non-
perfect forecasts have positive RPSL values. The RPSL

skill score (RPSSL) is used to evaluate the relative skill
of a set of forecasts (RPSL, f) to the skill of a reference
forecast (climatology is used here)(RPSL,r):

RPSSL � �1 �
RPS̄L,f

RPS̄L,r
� � 100%. �7�

A positive (negative) RPSSL indicates that the fore-
casts performed better (worse) on average than the ref-
erence forecasts. RPSSL�2 has been shown to be nega-
tively biased for small ensemble sizes (Kumar et al.
2001; Müller et al. 2005). Here, L � 1 is used to reduce
bias problems associated with small ensembles, follow-
ing suggestions by Müller et al. (2005). RPSSL�1 and
RPSSL�2 were compared for the hindcasts studied, and
RPSSL�1 scores were higher with no instances of nega-
tive values as with RPSSL�2. The relative skill levels
between the two modeling systems were similar for
both forms of RPSSL.

Reliability is the conditional distribution of the ob-
servation (o) given the forecast ( f ) p(o | f ) (Murphy and
Winkler 1992). Reliability diagrams plot the observed
relative frequency as a function of forecast probability
(Wilks 1995); a perfectly reliable set of forecasts will
plot along a 1:1 line. Forecasts that plot to the left of the
1:1 line are underpredicting the observations; forecasts
that plot to the right of the 1:1 line are overpredicting
the observations.

Relative frequency diagrams of the forecast probabil-
ity p( fj) are provided as an inset in the reliability plots
to indicate the sharpness of the forecasts (or resolu-
tion). As forecasts become sharper, the probability is
more frequently assigned to the extreme probability
categories (i.e., 0%–20% or 80%–100%) (Murphy and
Winkler 1987). The frequency diagrams can be used to
indicate which forecast probability categories may be
susceptible to being skewed by outliers due to small
sample size.

3. Results and discussion

Streamflow hindcast results for the SNOW17
coupled to the SACSMA are referred to as SNOW–
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SAC, and results for the SAST coupled to the SACSMA
are referred to as SAST–SAC. Seasonal discharge fore-
casts are analyzed for total basin outflow occurring
from 1 April through 31 July for each forecast date,
with the exception of the My1 forecast for which the
total outflow occurring from 1 May through 31 July is
analyzed. The seasonal discharge forecasts are evalu-
ated using Cp, ME, joint distribution, RPSSL�1, and

reliability. Weekly SWE ensembles are evaluated using
Cp, joint distribution, and RPSSL�1.

a. Discharge volume forecasts

The joint distribution diagrams for forecasts of the
East basin discharge are shown in Fig. 2. For both mod-
els, the correlation between the median forecasts and
the observations improves (falling along the 1:1 line)

FIG. 2. Joint distribution diagrams for
SAST–SAC forecasts issued (a.i) 1 Jan, (b.i)
1 Feb, (c.i) 1 Mar, (d.i) 1 Apr, and (e.i) 1
May, and SNOW–SAC forecasts issued (a.ii)
1 Jan, (b.ii) 1 Feb, (c.ii) 1 Mar, (d.ii) 1 Apr,
and (e.ii) 1 May for the East basin. Error bars
indicate the 10th and 90th percentiles of the
ensemble. The ME, STD, and Cp for the me-
dian of the ensemble are shown in each plot.
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and the ensemble spread decreases (reduced error
bars) from the J1 forecast (Fig. 2a) to the My1 forecast
(Fig. 2e). The Cp also improves with decreasing lead
time as indicated by the increasing values. The SNOW–
SAC forecasts in the East basin for My1 are near perfect
with a Cp of 0.95. The Cp of the ensemble median are
slightly higher in the Tollgate basin for the J1, F1, and
M1 forecasts (shown in Figs. 3a–c, respectively). The Cp

values improve with decreasing lead time, with the ex-
ception of the A1 (Fig. 3d) forecast for the SAST–SAC.

The joint distributions diagram reveals one potential
outlier (1989) in the SAST–SAC A1 forecasts in the
Tollgate basin. The 1989 median forecast overestimates
the seasonal discharge by 50%. With the A1 1989 fore-
cast removed from the SAST–SAC set, the Cp value
increases to 0.94, slightly higher than the SNOW–SAC
score. The SAC–SAC simulation for 1989 had very
little snowmelt until mid-April, resulting in an over-
simulation of spring streamflow. Because the hindcasts
were initialized with modeled SWE, the SWE state in

FIG. 3. As in Fig. 2 except for the Tollgate
basin.
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the model was erroneously high on 1 April and stream-
flow was overpredicted. On average, the median fore-
casts from both models were good predictors of stream-
flow for the A1 and My1 forecasts in both basins, with
the SNOW17 model scoring slightly higher.

The forecast ensemble spread is quite similar for
both models in the East basin as indicated by the joint
distribution diagram and the ensemble standard de-
viations (STDs; Fig. 2). In the Tollgate basin, the
SAST–SAC ensembles have a significantly higher stan-
dard deviation and a noticeably larger spread compared
to the SNOW–SAC ensembles for the J1, F1, and M1
forecasts (Fig. 3). There are three SNOW–SAC fore-
casts where the observations are not captured within
the 80% probability range for the J1 (Fig. 3a) and F1
(Fig. 3b) forecast dates. In contrast, the observations
are within the 10% and 90% bounds of the SAST–SAC
ensembles for all but one forecast for the J1 and F1
forecast dates. The additional climate forcings required
by the SAST appear to provide additional and more
representative information about future snowmelt (and
subsequently streamflow) probability in the larger Toll-
gate basin for early season forecasts.

The F1 and M1, and to a lesser extent the J1, fore-
casts in the Tollgate basin hint at the problem with
analyzing only the median trace from the ensemble. In
both cases, the forecasts from each model have the
same or nearly the same Cp value and the mean errors
are arguably very close. However, the SAST–SAC has
clearly more spread in the ensemble and captures the
observation within the 80% probability range shown
more often than the SNOW–SAC, indicating higher ac-
curacy. These differences in forecast characteristics are
not reflected in the deterministic scores. As an addi-
tional example, the SAST–SAC M1 (Fig. 2c.i) forecast
would be more accurate than the My1 (Fig. 2e.i) fore-
casts in the East basin because the M1 ensembles cap-
ture the observation more often than the My1 en-
sembles, which have a very low spread. However, the
Cp for the My1 forecast is higher, which suggests more
skill. There appears to be little correlation between ME
and Cp, making it difficult to interpret the relationship
between the two metrics. The higher ensemble accu-
racy in the M1 SAST forecast compared to the My1
SAST forecast is captured by the RPSSL�1 (Fig. 4a).

The sensitivity of the RPSSL1 value was examined
assuming a conservative estimate of uncertainty (25%
normally distributed noise) in the observed streamflow.
A significant difference in RPSSL1 skill was assumed if
the 5%–95% confidence intervals did not overlap. Be-
cause there was considerable overlap in the confidence
intervals, the probabilistic hindcasts from both models
are considered to be equally skillful in both basins with

the exception of the My1 forecast in the East basin (Fig.
4a), and the F1 and A1 forecasts in the Tollgate basin
(Fig. 4b). The RPSSL�1 does not adequately reveal the
fact that the SAST ensemble more often contains the
observation compared to the SNOW17 (most promi-
nent in the F1 and M1 forecasts in the Tollgate basin).
Because the RPSSL�1 is sensitive to distance, the
SNOW17 model benefits, on average, from having
smaller ensemble spread in those years where the prob-
ability estimates are accurate, which produces higher
RPSSL�1 scores.

Hindcasts from both models were more skillful than
climatology for the forecast dates (Fig. 4). The behavior
of the SAST–SAC hindcasts was similar in both basins,
with improved skill until A1, and then decreased skill in
the latter part of the forecast season. The SNOW–SAC
had increasing RPSSL�1 values throughout the season
in the East basin. The SNOW–SAC My1 ensembles in
the Tollgate basin tend to underpredict the observa-
tions (Fig. 3), resulting in a lower RPSSL�1 for this
period.

The general trend toward improved RPSSL�1 later in

FIG. 4. RPSSL�1 for the 1 Jan–1 May seasonal discharge
volume hindcasts for the (a) East and (b) Tollgate basins.
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the forecast season (up until �A1) as lead time de-
creased is a trend that was observed in other forecast
studies in the western United States (Franz et al. 2003;
Pagano et al. 2004). Franz et al. (2003) also observed a
decline in skill after major melting in several water-
sheds studied. In most years in the study basins, a sig-
nificant amount of melting took place prior to 1 May.
The climate inputs produce a larger amount of variabil-
ity in the predicted hydrographs when the snowpack is
at or near peak accumulation (Figs. 2 and 3). Late in the
spring, the influence of the snowpack is largely re-
moved and the meteorological variability has a com-
paratively greater influence on the prediction. With in-
sufficient variability in the historical meteorology, the
spread of the ensemble decreases and the chance of
capturing the observation decreases. In the operational
forecast environment, current watershed observations
are likely to be accounted for as part of the forecast

process, thus improving the likelihood that the fore-
casts will be accurate even during major melting, as was
the case in the Pagano et al. (2004) study. The influence
of initializing models with observed SWE will be ex-
plored in the next section.

Select reliability diagrams are presented in Fig. 5.
The forecast resolution (the distribution of forecast
probability) is similar between the two models and
	40% nonexceedance probabilities occurred, most of-
ten indicating that the ensemble members were fairly
well-distributed across the forecast categories (Fig. 5,
insets). At these low probabilities, the forecasts are
generally reliable (i.e., results plot along the one-to-one
line), with the exception of the East basin A1 forecasts
(Fig. 5c). Forecasted events with 
60% probability
tend to be overpredicted, particularly for the East ba-
sin. Forecasts issuing 80%–100% probability in the
East basin (Figs. 5b and 5c) and the Tollgate basin (Fig.

FIG. 5. Nonexceedance seasonal discharge volume hindcasts for the (a) 1 Feb, (b) 1 Mar, and
(c) 1 Apr forecast dates in the East basin and (d)–(f) for the same dates in the Tollgate basin.
The forecast frequency diagrams are shown in the inset, where the y axis is the forecast
frequency and the x axis is the forecast probability.
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5f) are fairly reliable despite the low forecast counts in
these bins, which can lead to a negative influence by
outliers.

The root-mean-squared errors (RMSEs) of the cali-
brated SNOW–SAC and SAST–SAC were 0.13 (0.08)
and 0.15 (0.10) mm day�1, respectively, in the East ba-
sin (Tollgate basin). The SAST–SAC tended to have
poorer RMSEs and other model simulation statistics,
and the minor differences in model accuracy likely con-
tributed to the poorer RPSSL�1 forecast scores. How-
ever, the Cp and reliability results are very similar, and
it appears that calibration plays a secondary role in
forecast skill, with initial conditions and meteorological
input being more important. Future investigations re-
garding model state updating of the SACSMA state
should reveal more information regarding the relative
importance of calibration, initial conditions, and cli-
mate forcing.

b. SWE forecasts

The primary purpose of the current study is to deter-
mine how the two snow models perform relative to one
another for streamflow prediction. Therefore, it is im-
portant to analyze how the models simulate and predict
the SWE state. The predicted weekly mean SWE fore-
casts from the East basin are analyzed using Cp and
RPSSL�1.

Ensemble predictions of weekly mean SWE from
both models (not shown) had RPSSL�1 scores between
50% and 80% at the start of the forecast and continu-
ally decrease to some point within the forecast window
(approximately the last quarter of the forecast window)
when the skill becomes worse than climatology (below
0% RPSSL�1). The differences in the RPSSL�1 values
are greatest at the start of the forecast window, with the
SNOW17 RPSSL�1 values ranging between 7% (J1)
and 15% (F1 and A1) higher than those of the SAST.
However, these ranges are likely within the verification
uncertainty. The SNOW17 J1, F1, and M1 RPSSL�1

values are higher than those of the SAST throughout
much of the forecast window. The A1 and My1 fore-
casts and forecast skills tend to be nearly equal between
the two models after weeks 4 and 2, respectively.

The mean daily SWE errors of the calibrated
SNOW17 and SAST models were 26.7 and 34.2 mm,
respectively. The hindcasts presented thus far were im-
pacted in part by the accuracy of the model calibration
because, as stated previously, initial states were saved
during the historical simulations and were not updated
for the hindcasting. The SAST simulation tended to
have a late onset of melt resulting, in overestimated
spring SWE values (Franz et al. 2008). After the initial
onset of melt, melting occurred rapidly. Therefore, av-

erage errors in the SAST initial SWE states were posi-
tive for J1 to M1 forecast dates and negative for A1 and
My1 forecast dates when compared to the snow pillow
observations in the East basin (Fig. 6). On average, the
initial SWE states in the SAST model historical run
(which generates initial conditions for the ensemble)
had larger errors than did the SNOW17. The decreas-
ing relative SWE errors for the forecast dates from F1
to M1 coincide with increasing RPSSL�1 values. The
shift to underestimated initial conditions in the SAST
and the SNOW17 models during the spring coincide
with decreased RPSSL�1 values for seasonal discharge
in the East basin. Overestimated (underestimate) initial
conditions correspond with overestimated (underesti-
mated) seasonal discharge (Fig. 2).

To investigate the impact of the SWE errors on the
forecasted SWE ensembles, both snow models were
reinitialized with the observed SWE from the East ba-
sin snow pillow data and the SWE hindcasting was re-
peated. Updating was done using direct substitution. In
the case of the SNOW17 model, the water equivalent
(WE) state was updated by subtracting the liquid water
content (LIQW) state from the observed SWE (to-
gether these equal the total SWE). For the SAST
model, each of the three snow layers were adjusted,
keeping their relative water contents the same; the
layer thicknesses were not changed. All other snow
model states were left unchanged.

This simple updating procedure improved the
RPSSL�1 of both the SNOW17 and SAST SWE fore-
casts for 1–4 weeks into the forecast window (Fig. 7).
After updating, the RPSSL�1 scores from the two mod-
els were equal at the start of the forecast windows and
ranged between 83% (My1; see Fig. 7e) and 88% (F1;
see Fig. 7b). After 4 weeks for J1 (Fig. 7a), F1 (Fig. 7b),

FIG. 6. Average percent bias in the initial conditions of SWE
(first day of the forecasts) in the SAST and SNOW17 models.
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and M1 (Fig. 7c) forecasts, and 2 weeks for A1 (Fig. 7d)
and My1 (Fig. 7e) forecasts, the skill of the predictions
return to the preupdated values. This indicates that the
initial conditions are dominating the ensemble skill in
the early part of the forecast window relative to the

climate data; however, climate data become increas-
ingly important after several weeks into the forecast,
particularly during the melt period.

During the early part of the forecast season, the av-
erage number of days between the earliest and latest

FIG. 7. RPSSL�1 for hindcasts of weekly SWE at the East basin snow pillow observation site
for forecast dates of (a) 1 Jan, (b) 1 Feb, (c) 1 Mar, (d) 1 Apr, and (e) 1 May, generated after
the initial conditions of the SWE in the models were updated to the observed values.
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predicted complete melt of the pack in the ensembles is
around 60 days for the SAST and 50 days for the
SNOW17 (not shown). For the My1 forecast this range
dropped to 20 days for both models. The effect of up-
dating the SWE state on the range of days between the
predicted complete melt was examined and found to
have no significant impact. Therefore, the uncertainty
in the timing of the snowmelt is highly dependent upon
the input and not the initial SWE state; this is supported
by a rapid decrease in RPSSL�1 by week 2 during the
melt period.

The updated SWE ensemble spread for the maxi-
mum predicted SWE and the number of days to the
predicted melt are provided in Table 1. The spread of
the predicted maximum SWE by the SAST is greater
than the SNOW17 for four of the five forecast dates.
Although there was some indication that the additional
climate inputs improved the spread of the Tollgate ba-
sin discharge forecast, it is unclear that the climate vari-
ables used by the SAST had an effect on the SWE
ensemble spread.

The Cp (Fig. 8) is the average of all weekly Cp values
computed from the median weekly SWE trace for each
forecast date. The Cp values were highest for the J1, F1,
and M1 forecast dates; and the SNOW17 had a slightly
higher score than the SAST. The Cp scores decrease
considerably in the A1 and My1 forecasts for both mod-
els. The winter Cp scores are lower after updating the
initial conditions in the models; however, the A1 and
My1 scores are improved (Fig. 8). Most SWE correc-
tions that were made decreased the initial SWE value.
The joint distribution of the updated weekly SWE me-
dian trace and observed SWE (not shown) showed a
very slight increased tendency of the updated median
forecasts of both models to underpredict weekly SWE
for the J1, F1, and M1 SWE ensembles, explaining the
lower Cp score. The correlation between the My1 me-
dian forecast and the observations was better after up-
dating.

SACSMA states cannot be updated by simple sub-
stitution of observed variables because model states are
not directly related to physical observations. Currently,
no systematic state updating method is applied opera-
tionally. In addition, there is minimal documentation
about the state modifications that are performed, so
evaluation of historical adjustments is not possible and
adjustments are not repeatable. Given the dominance
of the initial conditions on the ensemble predictions
and the skill of the 12-member ensemble (Fig. 7), ESP
combined with objective state updating may be appro-
priate for regions with limited climate records.

Basin-average precipitation was computed using the
Thiessen polygon method with the two precipitation
gauges in the East basin and nine precipitation gauges
in the Tollgate basin. Given the minimal relief in the
East basin, the use of the Thiessen polygon method is
reasonable. Although the Tollgate basin has more sub-
stantial relief, precipitation gauges are well distributed,
including five gauges in the highest elevations, provid-
ing good representation of precipitation throughout the
watershed. Precipitation errors, as well as basin-
average estimates of other climate variables and SWE
observations, impact the forecast scores. However,
both models were applied such that they received an
equal mass of precipitation; therefore, errors associated
with uncertain precipitation input would be reflected
equally in verification scores from each model.

4. Conclusions

More rigorous model validation is needed within the
hydrologic community, especially within the context of
operational transferability. In the hindcasting method
applied here, the initial model conditions were first de-
termined from historical model runs. Since the models

TABLE 1. Standard deviation of ensemble members (spread)
from the updated SNOW17 and SAST SWE hindcasts for pre-
dicted maximum SWE (mm) and the number of days to the pre-
dicted melt of the snowpack at the East basin snow pillow obser-
vation site.

Forecast
date

Predicted max
SWE (mm)

Time to predicted
melt (days)

SNOW17 SAST SNOW17 SAST

1 Jan 12.52 13.13 2.29 2.10
1 Feb 11.16 10.71 2.07 1.80
1 Mar 5.83 5.92 1.55 1.79
1 Apr 1.62 1.86 1.60 4.01
1 May 1.04 1.87 3.15 3.00

FIG. 8. The Cp for the median forecast of the mean weekly
SWE at the East basin snow pillow observation site.
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and data are not perfect, there is uncertainty in the
estimated initial conditions for the forecast. Accurate
initial conditions were shown to be more important for
ESP forecast skill than the type of snow model used.
Without updating, SWE and discharge predictions from
the SAST model were shown to be slightly less skillful
than the SNOW17. After updating, the SAST SWE
hindcasts were equally skillful as the SNOW17 based
on RPSSL�1. Regardless of the type of snow model
used, objective state updating techniques will be a nec-
essary part of an advanced forecast system, and argu-
ably will have a greater impact on forecast skill than the
chosen snow model. Data assimilation has been shown
to improve hydrologic simulations in the SACSMA
(Seo et al. 2003; Vrugt et al. 2006). Future studies will
focus on data assimilation method development for
both the SNOW17 and the SACSMA and investigate
the impact of state updating (of multiple model states)
on hindcast skill.

Climate appears to dominate the latter part of the
forecast, as the effects of the initial condition update
diminish after several weeks, depending upon the time
of year. In the springtime, meteorological inputs to the
models become increasingly important because snow-
melt is highly variable during this time period. There-
fore, updating model states improved the RPSSL�1 in
only the first 1–2 weeks for the M1, A1, and My1 fore-
casts compared to 4 weeks seen in the earlier season
forecasts. Forecast skill in the latter part of the window
remained unchanged, and is primarily a function of the
climate input. Additional climate variables required by
the SAST appear to improve the spread and accuracy
of forecasts in the larger basin (Tollgate). The degree of
spread of the ensemble forecasts from both models
were very similar in the East basin. The climate time
series in this basin may have lacked enough variability
to produce any noticeable difference between the hind-
casts from the two snow models.

Advanced forecast model evaluation must go beyond
the traditional simulation experiments to increase its
relevancy to forecasting applications. A relatively
simple hindcasting application that requires only the
data and tools that are used in a model evaluation study
has been shown as an additional, but critical, step to a
traditional model comparison study. Although limited
by the available data, this study has met the criteria put
forth by Kirchner et al. (1996). The SAST has been
evaluated for simulation of the desired variables SWE
and discharge; has been compared to the SNOW17, an
appropriate benchmark; and has been applied with the
SACSMA for generating ESP hindcasts, which is con-
sistent with current forecasting procedures. The results
indicate that the SAST is skillful for seasonal predic-

tions, that this skill is comparable with the SNOW17’s
skill, and that ESP forecasts from both models can be
improved if SWE state updating is conducted. A mul-
timodeling method, which would allow the various
skills of both snow models to be exploited, is a logical
approach and will also be investigated.
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