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ABSTRACT

Decision-makers in the context of climate politics are confronted with considerable uncertainties due to the complexities inherent in the relevant natural and social systems. Nonetheless, pressure on decision-makers to find solutions to dangerous climate change is rising due to the inertia in the climate system. Considering these pressures, technological options (climate engineering) have been proposed to counteract the effects of climatic change. However, introducing options that bear their own scientific uncertainties means further adding to the complexity of the situation. By adopting the psychological perspective of complex problem solving research, we analyze one frequently neglected source of uncertainty with regard to climate engineering: errors of the political problem-solver in his interaction with the situational demands of complex problems. More specifically, we examine the psychological sources for human error that are common in dealing with the uncertainties implied in this type of problem. We will conclude from the complex problem solving perspective that a consideration of climate engineering in the context of climate change can provide a dangerous illusion of controllability.

1. Introduction

Decisions in the context of climate politics are commonly regarded as decisions under uncertainty [1], even more so with the introduction of an additional possible strategy: the intentional technological intervention in the global climate system on a planetary scale (geoengineering or, more adequately, climate engineering, hereafter shortened to CE). From a psychological perspective, we can conceive of this decision situation as a complex problem because very generally speaking, complex problems require dealing with (psychological) uncertainty [2]. Therefore, in the present paper, we wish to stress the psychological problem solving perspective: in order to do so we will first give an introduction to the concept of complex problems and how it applies to the CE situation. We will proceed with the implications for the problem solver. We will put emphasis on explaining human errors and failures in the area of decisions under uncertainty given that this decision type is closely linked to human interaction with complex problems. These errors and failures can be considered in themselves as a new source of uncertainty that adds to the complexity of the situation. We will conclude from the complex problem solving perspective that a consideration of CE in the context of climate change at best offers an unjustified illusion of controllability.

2. Why finding a solution to climate change means solving a complex problem

Having a problem means having a goal (e.g., reducing the impacts of climatic change) while being uncertain about how to reach it. Solving a problem implies a search...
process for means with which to overcome the barrier imposed by the problem. In the case of climate politics, possible means to achieve the goal could be: (a) mitigating CO₂ emissions, (b) adapting to the consequences of climatic change. (c) deploying technological options (i.e. CE) or a combination of these. What is the central aspect that imposes barriers on the problem-solver within this context? In order to control the complex environment around them, problem-solvers need to reduce the uncertainties involved in the problem [2,3]. These uncertainties stem from certain characteristics of the problem that will be outlined in the following.

From a problem solving perspective, a situation in which a strategy to deal with climate change has to be chosen (e.g., a decision for or against a deployment of CE), can be described as a complex problem. A complex problem is said to occur when the following characteristics of it complicate the finding of a solution due to an enhanced level of uncertainty [4,5]: (a) the number of elements relevant to the solution process is large (complexity) as well as highly interconnected (connectivity), and (b) the system is dynamically changing over time (dynamics). In addition, (c) neither the decision structure nor its dynamics are fully disclosed to the actor (intransparency). Finally, (d) goals are not easily set: in dealing with a complex problem, a decision maker is confronted with a number of different goal facets that have to be weighted and coordinated (polytelic situation).

Let us say that, for instance, a nation state is faced with extreme weather phenomena such as storms or droughts that are attributable to climate change. The severity of these weather events threaten crop yields and thus the food supply, which results in an enhanced pressure on the government to decide on the deployment of a CE technique such as stratospheric aerosols [6]. The government of this state is now faced with a complex problem as we can show by reference to such a problem’s five characteristics:

(a) Complexity. The number of items of information that need to be taken into account to come to an adequate solution is extremely large if one does not only include the physical variables (Is this specific technique effective enough to reduce the occurrence of extreme weather events? What are the risks that can be expected?), but also the psychological and social aspects (How will the voters of the government react to such a decision?), the economical aspects (Are the costs of deployment justified when compared to the benefits and risks?), and political or legal aspects (As the effects of this option will be global in extent, how can a consensus be reached with other states? Will other states eventually feel threatened by a deployment?).

(b) Connectivity. CE interacts with an already intensely connected network of variables: not only would such an option influence the already highly interconnected variables of the climate system, such as temperature, precipitation patterns and the ozone layer, it would also interact with, for example, social systems. For instance, the fear of anticipated negative side-effects of a deployment could lead to public mobilization processes in neighboring states which means that even in the (unlikely) absence of such negative side-effects the potential for conflict is expectablly high.

(c) Dynamics. CE aims at influencing the intricate future trends of the climate system. In case of a deployment of stratospheric aerosols as described in our exemplifying scenario, the future trend with the targeted intervention would be hard to predict since the aerosols would curb temperature rise but would not alter the amount of CO₂ in the atmosphere. However, this is a previously unexperienced scenario.

(d) Intransparency. Not all manifestations of relevant variables and their interconnections can be directly assessed or observed (e.g., many of the climate system’s intricacies still are not perfectly understood or only reproduced approximately in climate models) which is why the problem structure is not completely transparent to the problem solver. This also means that, for example, possible unintended consequences of a deployment of stratospheric aerosols could not adequately be determined in advance (e.g., with the help of experimental simulations).

(e) Polytely. As a deployment of stratospheric aerosols would have global effects, yet would involve regional variabilities, there would be winners and losers. Therefore, the goals and interests of other stakeholder groups and nations have to be considered in addition to the individual’s goal prioritization process in the face of multiple and partly conflicting goals. In fact, different regional interests with regard to the effects of a CE deployment are one of the major sources of missing consensus.

In summary, these five characteristics of a complex problem imply uncertainties for the problem solver, a barrier that has to be overcome. We conclude, then, that CE within the broader climate politics context can be regarded as a prototype of a complex problem.

3. Psychological complex problem solving research in the context of climate politics

If this is the case, can we also conclude that it is useful to draw on psychological complex problem solving research in the context of climate politics? In psychological problem solving research, insights into the question of how individuals deal with complex problems mostly stem from the use of computer-based simulation scenarios [7]. In these scenarios, subjects are in charge of a complex situation for certain periods of time. Such situations can involve managing a company, dealing with a bush fire catastrophe, or finding a solution to the financial crisis in Europe [8]. In order to learn about the effects of different conditions (e.g., degree of complexity; type of semantic embedding; availability of previous knowledge), they are experimentally manipulated and the decision-making process is analyzed afterwards. Insights from this type of research can be relevant for climate politics because important characteristics of the simulation tasks resemble the situation we face in the context of climate politics.
The complex and dynamic environments in these studies need to be controlled by the participants. This requires them to make decisions in consecutive rounds. In other words, rather than taking one single decision in order to complete the task, the participants need to make a series of interdependent decisions over time. This not only means that they are confronted with uncertainties inherent in the situation and experienced on a psychological level. It also means that they need to remain capable of acting despite of these uncertainties. They are required to act under uncertainty or more specifically, they need to take decisions under uncertainty. All of these aspects are equally relevant in climate politics.

However, one could argue that it is objectionable to generalize from laboratory findings with non-experts to experts in the context of climate politics. One could also argue that, since political decision-makers can (a) rely on expert advice as well as (b) on computer-aided models and (c) are used to taking decisions under uncertainty, they would not be susceptible to the same errors as lay people (e.g., participants in psychological experiments).

With regard to (a) expert advice, Philip Tetlock [9] has demonstrated in his long-term study that expert political predictions often are unimpressive and prone to failure, which does not support the assumption of expert advantages under conditions of uncertainty and in complex environments. It becomes clear why one would not assume significant differences between experts and novices as both groups try to control complex dynamic environments that also experts only have very little experience with (e.g., the climate system). This is because one has to (c) take decisions under uncertainty within this type of environment while expertise is characterized by a shift from a high level of experienced uncertainty to a reduced level of experienced uncertainty: "Both experts and novices are susceptible to biases, particularly under highly pressurized conditions […], or because there simply is not enough information to decide on, or to predict, the outcome in the environment" [2]. Clearly, there is a high level of experienced uncertainty among experts associated with a decision in the context of CE as an alternative in the fight against climate change, since relevant information is, and will likely always be, lacking [10].

So far, we have established that decisions under uncertainty are susceptible to errors regardless of expertise. With regard to (b) it is certainly true that computer-aided models advance our understanding of specific issues. However, the climate models we base our decisions on are not perfect representations of reality and are prone to errors themselves. We will come back to this point in the subsequent sections. We conclude that, as political decisions are commonly made on the basis of certain predictions and strategic forecasts and thus are commonly decisions under uncertainty, errors made by novices in complex and uncertain environments, are comparable to errors made by political experts in similar environments.

4. Implications of the complex problem solving perspective for the problem solver

We have argued that a decision in the context of climate politics is a decision under uncertainty. The uncertainties a decision-maker is confronted with in this context result from the characteristics of the problem structure: complexity, connectivity, intransparency, dynamics, and polytely.

What are the consequences for the problem solver, be they a scientist, a politician, or the general public? The different aspects of complex situations have specific demands to the problem solver: (1) complexity requires the reduction of information by means of model building; (2) intransparency requires creating transparency by means of information retrieval; (3) dynamics require the control of systems on the basis of predictions of future trends; (4) polytely requires solving goal conflicts by means of a goal setting process including value decisions and compromises.

We argue that all of these demands amount to the fact that the problem solver has to make decisions under uncertainty because these task characteristics are sources of uncertainty that are then experienced on a psychological level [2] as a "…sense of doubt that blocks or delays action." [11]. This action-blocking sense of doubt is experienced because (1) in the model building process, information has to be reduced, (2) information that is required to create transparency can vary in its relevancy and quality, (3) predictions of future trends are made based on the models as mentioned in (1), and (4) value decisions and compromises between different stakeholder groups that might have been accepted in the face of a goal conflict are not necessarily stable and adequate. Human problem solvers are prone to errors in all four fields: errors in model building, errors in information retrieval, errors in prediction and control, and errors in goal setting.

With the help of an example commonly referred to by scientists in the field of CE, we will establish that a problem in this context features the characteristics complexity, intransparency, dynamics, and polytely. For each of these characteristics, we will exemplify the experienced uncertainties and common errors that result from a human problem solvers' interaction with them. We will discuss each of the four dimensions separately for the reason of clarity. In practice, they can hardly be separated, however, as the demands for the problem solver resulting from the dimensions are intertwined [12].

4.1. Example of a CE related complex decision

To illustrate our points, we will consider an example that is commonly referred to by CE scientists: Political decision makers need to decide about the budget that will be spent on CE related research programs. This can be seen as an intervention to gain control over the climate situation. According to Bellamy and colleagues [13], a common line of thought or framing that is found in the peer-reviewed and gray scientific literature on CE is the following: Mitigation policies are likely to fail to meet the goal of a 2 °C cap, which will lead to a rise in global average temperature above the designated level. Global warming to such high levels is unprecedented in such a short time frame and therefore potentially dangerous because it could lead to a climate emergency. The implementation of a CE technique, and more specifically one of the so-called Solar Radiation Management (SRM) techniques, is the only presently...
known way to quickly curb the effects of such a climate emergency. This is because SRM techniques aim at blocking incident solar radiation hereby offsetting global warming. Thus, these techniques represent a temporary back-up plan in a future climate emergency scenario that would enable politicians and scientists to work on a more sustainable solution to climate change. Among the more intensively discussed SRM techniques is the stratospheric aerosol option which aims at blocking the radiation by means of tiny sulfur particles that are injected into the higher atmosphere [6]. Given the large time frames still needed to research and develop SRM techniques, a decision for spending money on the development of SRM to have it available in the future needs to be made now. An optimal decision framework from an economic perspective for this situation has been explored in a (simplified) model by Moreno-Cruz & Keith [14].

4.2. Connectivity as a characteristic of a CE related complex decision

A CE deployment would interact with an intensely connected network of variables in the climate system as well as relevant political and social systems. In our example, we focus on the seemingly much simpler decision whether to fund a research and development program of one specific SRM technique (stratospheric aerosols) to have it available as a back-up plan in the future. However, the decision that is made today with regard to research and development is not independent of a future decision for or against deployment as strategic economic deliberations demonstrate [14]. Facing a complex situation means that a range of highly interconnected variables needs to be considered. In taking a decision for allocating parts of the available budget on an SRM research program, our decision maker is faced with the interconnectedness of the available climate strategies mitigation, adaptation and CE (SRM). This is best exemplified by the so-called moral hazard problem, a systemic response comparable to a rebound effect, that refers to the idea that the prospect of having a fast and seemingly simple technological solution like CE available in the future could undermine present mitigation efforts [15] as well as its counterpart (the possibility that this very notion could scare the public into heightened mitigation efforts [6]).

However, the decision maker also needs to take the anticipated interactions of the method he wants to support (e.g., the stratospheric aerosols) with the climate system’s variables into account, even if he does not intend to implement this technique at this point in time. This is because it would be a waste to spend limited resources on a technique that could already be ruled out as a potentially effective means to counteract detrimental climate change effects.

4.2.1. Human error as a result from connectivity

The task of dealing with the interconnected variables as illustrated in the preceding section transcends the capacity of human memory. Therefore, our decision maker needs to draw on computer models and simulations that are run by climate experts. Apart from the fact that this reliance on outside expertise poses its own challenges regarding effective communication [cf.[16]], there are restrictions set by limited computational power, human ignorance of important factors, or simply a lack of available data, which render the models imperfect. As a result, the human problem solver is likely to be confronted with the uncertainty whether a future targeted intervention with stratospheric aerosols in case of an emergency would be effective enough [cf.[2]], as climate changes are not likely to be entirely reversible with the aerosol technique [17,18], anticipated outcomes are highly dependent on a multitude of input variables such as aerosol size, altitude of injection, or aerosol material [19,20], and anticipated outcomes are likely to be regionally diverse so that, for example, a climate crisis in the tropics could be avoided but not a polar crisis [17,18].

Even without reliance on scientific climate models, the mind of our decision maker obviously is no “blank slate” which means that he has a mental model of his environment, of the complex problem he wants to solve that necessarily reduces information [21]. Among the typical errors human problem solvers face when reducing information to build mental models to deal with many largely interconnected variables, are the ignorance against side effects [22,23], and tipping points [24]. As a result, the decision maker is likely to experience uncertainty with regard to his ability to adequately predict the state of his environment.

Accumulated side effects can significantly disrupt the intended main effects. In this context the term policy resistance refers to the “...tendency for interventions to be defeated by the system’s response to the intervention itself.” [25] Sterman argues that policy resistance is a common phenomenon due to the boundaries of our mental models. Let us assume that, in our example, the problem solver decides to invest a certain amount of the climate budget into the research and development of the strategy of stratospheric aerosols. The research program includes a field experiment. His intended main effect is having the option available in a future emergency scenario. However, due to coupled processes, one action has rarely only one effect: he has not anticipated the strong reactions of the people who reside near the site of the field experiment. The locals demonstrate and stop the field test. But this is only one outcome in a chain of effects that accumulate in ultimately leading to the decision maker’s resignation from his position because he has lost the confidence of his voters. His successor does not consider CE again. This example shows how unanticipated side effects can deeply disrupt the intended main effect.

Complex dynamic systems, ranging from financial markets to ecosystems and the climate, can have tipping points at which a sudden shift to a contrasting dynamical regime may occur [26]. The prediction of such tipping points is very difficult, even with complex computer-aided models. Therefore, the search for early warning signals is essential which is why the endeavor to find indicators for a system that approaches a critical threshold becomes increasingly recognized [27]. Potential tipping points complicate our political decision maker’s ability to assess the likelihood as well as the severity of a future emergency scenario for which he wants to prepare.
4.3. Intransparency as a characteristic of a CE related complex decision

Our decision maker is confronted with the fact that not all variables, which are relevant to his decision are known to him. Furthermore, the manifestations of the known variables are not necessarily established, or only by approximation. Latent variables often are estimated on the basis of inferences from observations. This is certainly true for the climate system. Climate scientists have to historically reconstruct temperature from tree rings or glacier geometry [28] or infer the permastore's sensitivity to future global warming from past historical reactions to temperature changes by analyzing relict ground ice [29]. But intransparency can also arise from the fact that a decision maker has to rely on outside expertise: not everything a problem solver can possibly know of is communicated to him by scientists or other experts, not due to intentional concealment but because time is limited and complex information needs to be condensed in some way (on the issue of adequately communicating climate related issues to political decision-makers, see Ref. [16]). Furthermore, there might be intransparency with regard to the preferences of different stakeholder groups, among them our decision maker’s voters.

4.3.1. Human error as a result of intransparency

The human reaction to intransparency is experienced (psychological) uncertainty, which in turn provokes fear (and other negative emotions) and which usually leads to a more intensive information search [30]. Thus, our emotional state serves as a signal to guide our attention to problems and to regulate our behavior answering these problems. As we retrieve more information about the situation, thus reducing the experienced uncertainty, we should gain confidence and feel better. However, we have established that the connectivity and complexity of the situation necessarily requires the reduction of information to form an adequate model (see Section 4.2.1). This means that the identification of relevant information as opposed to irrelevant information is a crucial aspect of a successful interaction with complex systems [31,32]. For example, it will be less relevant for our decision maker to know if the mayor of a small town in a neighboring country supports his plans on funding SRM research, than to know the position of his country’s tax payers. As a consequence, our decision maker is confronted with a considerable amount of uncertainty with regard to the relevancy and completeness of the information he bases his decision on.

However, a piece of information that is relevant for the decision is not necessarily reliable either because it contains errors or it is based on erroneous assumptions. For example, the Special Report on Emission Scenarios (SERS) of the IPCC specifically deals with four different scenario groups developed by Nakicenovic and Swart [33]. These emission scenarios are based on different assumptions concerning the demographic, societal, economic, and technological changes that the world might face in the future. Climate Change Scenarios based on these four different sets of assumptions necessarily yield different prognoses [34]. Some of these assumptions and their corresponding scenarios will necessarily prove to be erroneous. However, this is the best available data our decision maker can get at this point in time.

In climate change, the issue of the time frame or quantity of information is of great importance when assessing the reliability of information: Is the time period long enough that we consider to differentiate the signal (anthropogenic climate change or the effects of an SRM implementation) from the noise (natural variations in the global climate)? For example, if our decision maker decides to test the stratospheric aerosols in the field to assess the potential positive effects on temperature as well as the risks before full-scale implementation, he would need to separate the effects from natural fluctuations as well. Therefore, with such a test, a trade-off decision would be needed between the duration of it, the magnitude of it and the uncertainty of any estimated climate response: “Accurate estimates at a local scale would require greater time or larger forcing”. If our decision maker wants to restrict the magnitude of the test (for example, because with larger forcings, the line between field test and full implementation becomes blurry, possibly also threatening his relations with neighboring states) he would want to plan many years ahead: “...accurate estimates could require several decades or longer” [35].

In summary, our decision maker needs to assess whether the information he bases his decisions on is sufficient, relevant and of good enough quality or if additional or different information has to be gathered, all of which adds to his experienced uncertainty and the possibility for failure.

4.4. Dynamics as a characteristic of a CE related complex decision

Our decision maker needs to deal with an environment that constantly changes with and without his interference. The inertia in the climate system is responsible for long time delays, contributing to the fact that these changes do not occur in a rapid manner. This means that neither the decision makers nor those who will be affected by the decisions are constants in our equation: Our political decision maker who decides the direction we take today in climate politics (e.g., over the funding of research programs on stratospheric aerosols) is not necessarily the one who will be affected by this direction, nor the one who is going to decide over the strategies in the future (e.g., over a possible deployment of the stratospheric aerosol method in case of a climate emergency). Thus, the dynamics of the situation give rise to questions concerning, for example, intergenerational justice and the question what the preferences of future generations might look like [36–38].

4.4.1. Human error as a result of dynamics

Complex dynamic systems require making predictions about future events to exercise adequate control over them. Based on projections of the climate characteristics we can expect in the future, our problem solver takes decisions to influence the situation. Thus, these predictions affect his ability to control. Furthermore, to adequately predict changes of the environment with and without interventions, he needs to draw on his mental model to support his decisions, which necessarily has to reduce information (see Section 4.2.1).
Because, as we have already outlined, both mental and computer-aided models are not reality and have their shortcomings, the problem solver needs to assess the validity of the predictions based on these models. This is especially true given the long time perspectives in the climate change problem as with larger time frames, the vagueness of predictions increases [39]. Coming back to the example of an SRM field test, if our decision maker decides to carry it out only for a short duration, effects would need to be extrapolated from the effects found during the time frame of the test, yielding significant uncertainties [35]. Thus, the uncertainties that are associated with the climate models he bases his predictions on make it more difficult to control the complex system. More specifically, difficulties as well as errors in prediction represent a source of uncertainty that impedes adequate control.

Where do these difficulties stem from? Regarding our mental model, our human problem solver will have the general tendency to base predictions on simplified linear models that face difficulties when dealing with non-linearities, cyclic processes, long time delays, and stock and flow principles [4,40–42]. The dynamics of a complex system require learning to improve predictions [43]. It is possible for the human mind to learn to effectively control complex environments [44,45]. However, certain pre-conditions have to be met to enable adequate learning: Learning requires feedback [21,46] while frequent feedback in fast consecutive cycles (with short decision delays) is better suited than less rapid and less frequent feedback response, which is why more frequent policy strategy interventions to improve learning in the context of climate politics have been suggested [47]. However, with climate change, there are no fast feedback responses. Therefore, one needs to rely on simulations.

Of course, feedback can also vary in its quality [22]. This is similar to the issue of the quality of information that we base our decisions on and to the intransparency dimension of a complex problem: as the feedback we observe in the environment often is ambiguous and intransparent, we have to infer from these observations the underlying variables: For example, if our decision maker, after giving funds to his SRM research program, observes that the companies in his region are not meeting their CO2 emissions targets anymore, he might attribute this failure to their managers’ reduced motivation to do so because of them relying on the prospect of a climate emergency insurance option, even if the reason might lie elsewhere. For example, the companies’ managements might have been waiting for the upcoming annual United Nations Framework on Climate Change meeting’s negotiation results with regard to long-term emission targets.

4.5. Polytely as a characteristic of a CE related complex decision

Our decision maker is confronted with several goals: he wants to find a solution to climate change in the short and in the long run, he wants to reduce costs, he wants to stay on peaceful terms with neighboring states, and be re-elected at the end of his term of office. All of these goals can be further subdivided into subgoals, for example “finding a solution to climate change” can mean a multitude of things: working with other countries on global treaties to reduce emissions, taking part in carbon trading, promoting climate programs to change the behavior of citizens, reducing the costs of climate damages in the long run, preparing for a possible climate emergency in the future etc. The decision for allocating funds to an SRM research program could be expedient to prepare for a possible climate emergency in the future but it might be conflicting with regard to his re-election or with his behavior change programs (as the notion of an “insurance” against dangerous climate change effects could undermine people’s motivation to change their behavior to reduce emissions). The polytelic nature of this situation necessitates setting up priorities and balancing conflicting values and goals. Therefore, in a first step, goals need to be identified (this can be confusing enough for the individual as values have to be prioritized in the face of a hierarchy of numerous goals on different levels of abstraction [48]). However, as soon as our decision maker has identified his own goals, the latter still have to be negotiated with other affected individuals or groups in a second step. Concerning this large-scale emergent technology, what level of risk does a society as a whole wish to accept when balanced against the risks of climate change [49]? Are the stratospheric aerosols an acceptable method, even in case of an emergency, as they are likely to introduce new risks to the environment, for example ozone depletion [50]? Can CE be brought into accordance with a nation’s values as well as its cultural and natural belief systems, is it morally justifiable [51]?

4.5.1. Human error as a result of polytely

Goals can be shifting in the light of new information or because the conditions in the environment have changed, for example, the preferences of stakeholders. However, this adds to the experienced uncertainty of a political decision maker with regard to his ability to predict and control his environment [cf.[2]] since the stability of any compromise within his nation and between nations largely depends on the stability of the stakeholder groups’ interests and goals. Psychological research with complex dynamic systems has shown that people are more successful in the long-term control of these systems with an open-minded learning attitude: the pursuit of a non-specific goal such as to learn as much as possible about the system helps provide the decision maker with the flexibility needed to cope with changing demands of the system and thus changing goals [52–54]. Thus, a more specific goal such as the preparation for a climate emergency does not necessarily allow for this flexibility when the decision maker focuses on it.

The goals of a decision maker largely depend on the mental model he has of the problem: if he views the climate change problem as a risk management issue as opposed to an economic efficiency issue [49], his goals are likely to shift accordingly. This highlights how the different characteristics of a complex problem relate to each other: The connectivity, intransparency, and dynamics of the situation impede the building of an adequate mental model which in turn influences the goal setting process. This also underlines the importance for a decision maker to constantly update his mental model on the basis of new
information and feedback hereby being open for the possibility to reframe the entire problem rather than to simply integrate new knowledge into the existing model. This type of learning which implies the open-mindedness to challenge existing problem framings, is emphasized by Sterman [21] as an important way of dealing with complex systems. He argues that this type of learning requires the use of simulations for decision makers as well as training of decision makers in scientific reasoning skills.

In addition to this, an open learning attitude can be promoted by the integration of different perspectives. This can apply to the integration of the perspectives of multiple scientific disciplines or the integration of different stakeholders’ perspectives. It certainly is essential that the complexity of CE research is dealt with in terms of multiple scientific disciplines to allow for an evaluation of the potential benefits, the risks and uncertainties of CE according to the principle of multiperspectivity [55,56]. This is necessary because adopting a complex system’s perspective we argue that single perspectives often are too fragmented to adequately understand the intricacies of a system. Moreover, simply aggregating the different perspectives does not necessarily lead to a correct understanding of the system [57]. With regard to the goal negotiation process between stakeholders, a participatory approach involving important stakeholders seems to be appropriate because next to the fact that multiple perspectives likely converge to more appropriate solution proposals, those solutions arising from a transparent participatory process might also be more acceptable to a broader community than single-perspective solutions [58–63].

5. Discussion

By adopting the complex problem solving perspective, we were able to identify and systematize the theoretically relevant uncertainties together with common areas of failure that arise from the interaction with the characteristics of a CE related political problem. More specifically, we have argued that human problem solvers face difficulties in model building, retrieving the right amount of relevant items of reliable information, predicting future trends, as well as selecting goals, all of which are basic prerequisites to controlling a complex environment. Climate scientists and experts in CE related fields have argued before that human error in dealing with complex systems should be regarded as one important non-technical risk factor in the emergence of CE [64]. Psychological research in complex problem solving further substantiates this notion because by human errors in model building, information search, prediction, and goal setting, uncertainties are introduced into an adequate decision-making process regarding CE technology.

However, does this mean that, from a psychological complex problem-solving point of view, the risk of human error outweighs potential benefits of CE? Might there be any hope to overcome the different sources of error and failure in complex problem solving and in decision-making under uncertainty, respectively? The uncertainties we are faced with in our climate models and thus also in the future scenarios upon which political decisions are based, are continuously reduced, for example, with the help of better resolutions, enhanced computational power, or new insights into important factors of influence. However, they are unlikely to be ever completely resolved and new uncertainties might emerge as our understanding of the relevant systems is advanced.

Is it hybris, then, to think humans could safely intervene in the climate system, turning it to their advantage? We have established that learning is the only way of coming to terms with the uncertainty in the management of complex dynamic systems. Therefore, as an important precondition for any problem solver to make effective decisions in the context of CE is an awareness, an active scrutinizing and constant updating of his mental model of the problem structure. Closely linked to this is the need for effective communication strategies between scientists, political decision makers as well as other stakeholders that involve simulation techniques and mapping tools [16], and an open-minded attitude with the true willingness to learn on all sides.

Moreover, to enable learning, goals as well as their underlying models should not be too narrowly defined: framing the issue of climate change around catastrophic scenarios, therefore focusing on the goal of climate emergency preparation should not prevent a decision maker from exploring and learning about other options such as carbon capture and storage or adaptation strategies. A focus on too narrowly defined goals could lead to premature (intellectual) lock-in to any specific technology [cf.[65]].

However, in the CE context, we are faced with multiple situational characteristics that hinder effective learning: decade-long time delays do not allow us to obtain immediate feedback from our actions in fast learning cycles, intrasample processes, and process couplings hinder the unambiguous attribution of cause to effect, ethical considerations as well as the globality of effects make real life experimentation impossible and reliance on imperfect models a necessity. Under these difficult learning conditions, aspirations to adequately predict and control a system, must be exaggerated. However, CE technology specifically aims at controlling a system.

Members of the scientific community have, of course, acknowledged the risks and uncertainties associated with CE and have fundamentally challenged the idea of trying to interfere with the global climate system by technological means [64]. However, common justifications of pursuing the idea despite all objections involve the argument that the overall goal of CE is not the control of the climate system (as it is acknowledged that this is not possible) but rather that CE might be the lesser evil compared to a future of catastrophic climate change effects and that therefore future generations need to be provided with the option of it [66]. The superficial attractiveness of this argument has already been challenged from an ethical point of view [67]. The complex problem solving perspective adds to these reservations by the following rationale: Even if the case for CE as a long-term strategy of controlling the climate system is not made, by adopting a mental model following these arguments, the impression is made that the climate system can be controlled at least in the short term until more sustainable solutions have been achieved, for example, by mitigation strategies. This in turn enhances the perceived controllability of the system, at the same time reducing
psychological uncertainty. We argue that this perceived controllability due to a simplified mental model of the situation (along the lines of “if the worst case happens, we will have a plan b available”) might have a reassuring effect on political problem solvers, but is illusionary.

The present article has outlined the reasons for our claim: Let us assume that political problem solvers adopt an open learning attitude and perfectly communicate with the experts they rely on, thus having an updated mental model of the problem structure at their disposal, allowing them to (a) base their decisions on the best available predictions and (b) to set adequate goals and achieve stable compromises with stakeholders. Even under these idealized conditions, we are still faced with the so-called “unknown unknowns” [68,69]: one unforeseen process can significantly disrupt all well-intentioned actions. However, our analysis of the characteristics of a CE related policy problem has shown that erroneous decisions due to inaccurate information, mental models and/or goals are not the exception but can be expected and idealized conditions can therefore not be assumed. Moreover, as our ability to learn to control the complex climate system is dramatically reduced by its inherent characteristics, the complex problem solving perspective severely challenges the illusory assumption of CE being a justifiable control strategy even in the short run and in the case of a climate emergency.

6. Conclusion

The present article presents human errors in the interaction with a complex problem of taking uncertain policy decisions with regard to CE technology. By such an adoption of the complex problem solving perspective, these errors can be systematized and practical implications for decision-making can be derived. However, as we have established, dealing with complex dynamic systems requires learning, which is severely complicated by the characteristics of the climate system. Under these conditions, control is likely to be corrupted by the limitations of the human mind. Thus, the psychological complex problem solving perspective calls for a cautious approach to arguments that frame CE as an option of temporary emergency control because such a control is illusionary.
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