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An exact bound
for the inner product of vectors in Cn

Iosif Pinelis

Abstract. It is shown that 1/2 is the exact upper bound on the difference
∑n

k=1 |xk|2|yk|2 −∣∣∑n
k=1 xkyk

∣∣2 for any unit vectors x = (x1, . . . , xn) and y = (y1, . . . , yn) in Cn.

Proposition 1. Let x = (x1, . . . , xn) and y = (y1, . . . , yn) be any two unit vectors
in Cn. Then

⟨|x|2, |y|2⟩ − |⟨x, y⟩|2 ≤ 1/2, (1)

where ⟨x, y⟩ :=
∑n

k=1 xkyk is the canonical inner product of x and y, with z denoting
the complex conjugate of z, and |z|2 := (|z1|2, . . . , |zn|2) for z = (z1, . . . , zn) ∈ Cn.
The upper bound 1/2 on ⟨|x|2, |y|2⟩ − |⟨x, y⟩|2 in (1) is exact, as it is attained if, e.g.,
n ≥ 2, x = 1√

2
(1, 1, 0, . . . , 0), and y = 1√

2
(1,−1, 0, . . . , 0).

Inequality (1) may be viewed as providing a lower bound on |⟨x, y⟩|. As such, it may
remind one of a reverse to the Cauchy–Schwarz inequality |⟨x, y⟩|2 ≤ ⟨x, x⟩⟨y, y⟩ for
any x and y in Cn; see, e.g., [1, 2] and many references therein. One may also note
here that the lower bound on the modulus |⟨x, y⟩| of the inner product ⟨x, y⟩ of vectors
x and y in Cn is provided by (1) in terms of the inner product ⟨|x|2, |y|2⟩ of vectors
|x|2 and |y|2 in Rn.

Proof of Proposition 1. The last assertion in Proposition 1 is obvious.
As for inequality (1), it can be obtained using Lagrange multipliers [3], at least for

x and y in Rn. However, analyzing a “thoughtless” Lagrange multiplier solution, one
may find a more elegant, “clever” solution. At least, this happened here.

First, suppose that x and y are in Rn. Then the problem is to show that∑
x2
ky

2
k ≤ 1/2 +

(∑
xkyk

)2

(2)

given that
∑

x2
k = 1 and

∑
y2
k = 1.

Let

s+ :=
∑

k : xkyk>0

xkyk, s− := −
∑

k : xkyk<0

xkyk.

Then s+ − s− =
∑

xkyk and s+ + s− =
∑

|xkyk| ≤
√∑

x2
k

√∑
y2
k = 1, by the

Cauchy–Schwarz inequality. Also,
∑

x2
ky

2
k ≤ s2+ + s2−. So, (2) reduces to s2+ + s2− ≤

1/2 + (s+ − s−)
2, which simplifies to s+s− ≤ 1/4, and the latter inequality holds

because s± ≥ 0 and s+ + s− ≤ 1. Thus, (2) is proved.
Consider now the general case, with any unit vectors x and y in Cn. Replacing yk

by yk and noting that |yk| = |yk|, we see that the remaining problem is to show that

|s|2 −
n∑

k=1

|xk|2|yk|2 ≥ −1/2,
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where

s :=
n∑

k=1

vk and vk := xkyk.

For any fixed values of the |xj|’s and |yk|’s (so that values of the |vk|’s are also
fixed), minimize |s|2. Let ((xj), (yk)) be a corresponding minimizer, which exists by
compactness and continuity. Suppose first that the minimum value of |s|2 is nonzero,
so that s ̸= 0. By the triangle inequality for complex numbers s and v1, we have
|s| ≥

∣∣|v1| − |s− v1|
∣∣, with the equality iff v1 is a real multiple of s. So,

|s|2 ≥ (|v1| − |s− v1|)2 = (|v1| − |v2 + · · ·+ vn|)2,

with the equality (in place of the just displayed inequality) iff v1 is a real multiple of s.
Fixing now the vectors v2, . . . , vn, we see that, for any minimizing ((xj), (yk)), the
vector v1 must be a real multiple of s. Similarly, all the vj’s must be real multiples of
s.

Therefore, if s ̸= 0, then all the vectors vk = xkyk are real multiples of s, and
the problem reduces to the already considered case when the xj’s and yk’s are real
numbers.

The yet remaining problem, corresponding to the case s = 0, is this: show that

n∑
k=1

|xk|2|yk|2 ≤ 1/2

for unit vectors x and y in Cn with
∑n

k=1 xkyk = 0.
The condition

∑n
k=1 xkyk = 0 obviously implies |xjyj| ≤

∑
k∈[n]\{j} |xkyk| – or,

equivalently, 2|xjyj| ≤
∑

k∈[n] |xkyk| – for all j ∈ [n] := {1, . . . , n}.
Letting now aj := |xj| and bj := |yj|, we see that the problem reduces to proving

the following.

Claim. If aj ≥ 0, bj ≥ 0, and 2ajbj ≤
∑

i∈[n] aibi for all j ∈ [n], and if
∑

j∈[n] a
2
j =

1 =
∑

j∈[n] b
2
j , then

∑
j∈[n] a

2
jb

2
j ≤ 1/2.

The proof of this claim is easy. Indeed, by the Cauchy–Schwarz inequality,∑
i∈[n] aibi ≤ 1. So, for all j ∈ [n] we have 2ajbj ≤

∑
i∈[n] aibi ≤ 1 and hence

ajbj ≤ 1/2 and
∑

j∈[n] a
2
jb

2
j ≤

∑
j∈[n] ajbj/2 ≤ 1/2.

This completes the proof of the claim and thus the entire proof of Proposition 1.
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