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Variational iteration method is widely used for solving nonlinear, integro-differential equations. Through careful investigation of the iteration formulas of the earlier variational iteration algorithm (VIM), we find unnecessary repeated calculations in each iteration. To overcome this shortcoming, the variational iteration algorithm-II (He et al., 2010) will be used in this paper to solve the system of non linear integro-differential equations. Beside this, the comparison of the exact solution with approximated solution by VIM-II is illustrated by the graphs. Several examples are given to verify the reliability and efficiency of the method.
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INTRODUCTION

The higher-order integro differential equations arise in mathematical, applied and engineering sciences, astrophysics, solid state physics, astronomy, fluid dynamics, beam theory, fiber optics, glass-forming process and chemical reaction-diffusion models (Agarwal, 1983; Hashim and Comput, 2006; Morchalo, 1975; Kythe and Puri, 2002; Wang et al., 2007). Several techniques including Adomian decomposition, variational iteration and homotopy perturbation method have been used to investigate integro-differential (Hashim and Comput, 2006; El-Sayed et al., 2004; Saberi-Nadjafi and Tamamgar, 2008; Abbasbandy and Shivanian, 2009; Abbasbandy et al., 2008, 2009; Sweilam, 2007; Xu et al., 2009; Mohyud-Din and Naturforsch, 2010; Yildirim and Naturforsch, 2010; Wang and He, 2007; Hesameddini and Latifizadeh, 2009; Ghasemi et al., 2007; Yusufoglu, 2007; Yildirim, 2008; El-Shahed, 2005).

In a recent review article, He et al. (2010) summarized three variational iteration algorithms. Here, we will use the variational iteration algorithm-II for the study. It is an alternative approach to system of third order non-linear integro-differential equations using the variational iteration method. The approach used is based on the variational iteration method (VIM) proposed by the Chinese researcher J. H. He. This method has wider application because; it reduces the size of computation and is a very powerful mathematical tool for various kinds of linear and nonlinear problems as well as system of ordinary differential equations, partial differential equations and integro-differential equations. In a recent publication, He et al. (2010) stated that “The Variational Iteration Method Which Should be Followed”, the problem was completely eliminated, and a new iteration algorithm was suggested, and the algorithm was termed as the variational iteration algorithm-II. To the best of our knowledge, this paper represents the first application of variational iteration algorithm-II to solve the system of nonlinear integro-differential equations of third order. Compared with the classical iteration algorithm, given by Saberi-Nadjafi and Tamamgar (2008), Abbasbandy and Shivanian (2009) and Abbasbandy et al. (2008, 2009), the present one is much more concise and effective and no unnecessary repeated calculation is needed as shown in the given examples. The elegance of variational iteration algorithm-II can be attributed to its simplistic approach in seeking the analytical solution of the system.
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of nonlinear integro-differential equations, given as:

\[
f_i^{(m)}(x) = G_i(x, f_1(x), ..., f_i^{(m)}(x), f_{i+1}(x), ..., f_n(x), ..., f_{n+m-1}(x))
\]

\[
+ \int_0^x H_i(x, t, f_1(t), ..., f_i^{(m)}(t), ..., f_n(t), ..., f_{n+m-1}(t)) dt
\]

(1)

with initial conditions \( f_i^{(k)}(b_i) = c^{(k)}_i \), \( k = 0, 1, 2, ..., m-1 \), \( i = 1, 2, ..., n \).

In system (1), \( f_i(x) \) is the solution to be determined, \( m \) is the order of derivatives and \( G_i \), \( H_i \), \( i = 1, 2, ..., n \) are known linear or nonlinear functions.

\section*{VARIATIONAL ITERATION ALGORITHM-II}

According to VIM, Equations [7 to 10], we can construct a correction functional of system (1) as:

\[
f_i, k+1(x) = f_i, k(x) + \int_0^x \lambda_i(s)\{ f_i^{(m)}(s) - G_i(s, f_i, k(s)) \} ds
\]

(3)

for \( i = 1, 2, ..., n \) and \( \lambda_i(x) \) are Lagrange multiplier and \( f_i, 0(x) \), \( i = 1, 2, ..., n \) are initial approximations which satisfy the initial conditions (2), \( \tilde{f}_i \) are considered to be restricted variations, that is, \( \tilde{f}_i = 0 \). Making the correction functional (3) stationary, and noticing that \( \tilde{f}_i = 0 \),

\[
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\[ f_{i,k+1}(x) = f_{i,0}(x) - \frac{(m-1)^n}{m!} \int_0^x (s-x)^{m-1} G_n(s, f_{i,k}(x)), \]

\[ \ldots, \tilde{f}_{1,k}^{(m)}(s), \ldots, \tilde{f}_{i-1,k}^{(m)}(s), \tilde{f}_{i,k}^{(m)}(s), \ldots, \tilde{f}_{n,k}^{(m)}(s) + \int_0^x H_n(s, t, \tilde{f}_i(t)), \]

\[ \ldots, f_{n,k}(s), \ldots, \tilde{f}_{n,k}^{(m)}(s)) + \int_0^x H_n(s, t, \tilde{f}_i(t)), \]

\[ \ldots, \tilde{f}_1^{(m)}(t), \ldots, \tilde{f}_n(t), \ldots, \tilde{f}_n^{(m)}(t) \right) dt ds, \]

for \( i = 1, 2, 3, \ldots, n \)

In order to elucidate the solution procedure of the variational iteration algorithm-II, we consider the system of third order non-linear integro-differential equations.

**Example 1.** Consider the following 3rd order non-linear integro-differential system.

\[ f^n(x) = e^x + \frac{1}{2} - x - \frac{1}{2} g^{\nu^2}(x) + \frac{1}{2} \int_0^x \left( f^{\nu^2}(t) + g^{\nu^2}(t) \right) dt \]

\[ g^{\nu^2}(x) = -e^x + 1 - f^2(x) + \frac{1}{4} \int_0^x \left( f^{\nu^2}(t) - g^{\nu^2}(t) \right) dt \]

with initial conditions,

\[ f(0) = 1, f'(0) = 2, \quad f''(0) = 1 \quad \text{and} \quad g(0) = -1, g'(0) = 0, g''(0) = -1 \]

The exact solution of the problem is:

\[ f(x) = x + e^x, \quad g(x) = x - e^x \]

According to the classical variational iteration method, (Saberi-Nadjafi and Tamamgar 2008; Abbasbandy and Shivanian, 2009; Abbasbandy et al., 2008; Sweilam, 2007), the correction functional can be written in the following form

\[ f_{(n+1)}(x) = f_{(n)}(x) + \int_0^x \lambda_1(s) \left( \tilde{f}_{(n)}^{\nu^2}(s) - e^s \right) \]

\[ - \frac{1}{2} + s + \frac{1}{2} g^{\nu^2}(s) - \frac{1}{2} \int_0^x \left( f^{\nu^2}(t) + g^{\nu^2}(t) \right) dt \right) ds \]

\[ g_{(n+1)}(x) = g_{(n)}(x) + \int_0^x \lambda_2(s) \left( \tilde{g}_{(n)}^{\nu^2}(s) + e^s \right) \]

\[ - 1 + \tilde{f}_{(n)}^{\nu^2}(s) - \frac{1}{4} \int_0^x \left( \tilde{f}_{(n)}^{\nu^2}(t) - \tilde{g}_{(n)}^{\nu^2}(t) \right) dt \right) ds \]

Where \( \lambda_1(s) \) and \( \lambda_2(s) \) are Lagrange multiplier, and \( \tilde{f}(s) \) and \( \tilde{g}(s) \) are restricted variations. Imposing the stationary condition (\( \delta f_{(n+1)}(x) = 0 \) and \( \delta g_{(n+1)}(x) = 0 \)) on the correctional functional, the Langrange multiplier can be readily identified in the following form

\[ \lambda_1(s) = \lambda_2(s) = -\frac{1}{2} (s-x)^2 \]

As a result, we obtain the following iteration formula:

\[ f_{(n+1)}(x) = f_{(n)}(x) + \int_0^x \left( -\frac{1}{2} (s-x)^2 \right) \left( f_{(n)}^{\nu^2}(s) - e^s \right) \]

\[ - \frac{1}{2} + s + \frac{1}{2} g^{\nu^2}(s) - \frac{1}{2} \int_0^x \left( f_{(n)}^{\nu^2}(t) + g_{(n)}^{\nu^2}(t) \right) dt \right) ds \]

\[ g_{(n+1)}(x) = g_{(n)}(x) + \int_0^x \left( -\frac{1}{2} (s-x)^2 \right) \left( g_{(n)}^{\nu^2}(s) + 1 - f_{(n)}^{\nu^2}(s) + \frac{1}{4} \int_0^x \left( f_{(n)}^{\nu^2}(t) - g_{(n)}^{\nu^2}(t) \right) dt \right) ds \]

we choose the initial solutions in the forms

\[ f_0(x) = 1 + 2x + \frac{1}{2} x^2 \quad \text{and} \quad g_0(x) = -1 - \frac{1}{2} x^2 \]

This satisfies the initial conditions in Equation 6.

By the iteration formula (Equation 10) and the initial solution (Equation 11), we have the following first order approximation solutions

\[ f_1(x) = f_0(x) + \int_0^x \left( -\frac{1}{2} (s-x)^2 \right) \left( f_0^{\nu^2}(s) - e^s \right) \]

\[ - \frac{1}{2} + s + \frac{1}{2} g^{\nu^2}(s) - \frac{1}{2} \int_0^x \left( f_0^{\nu^2}(t) + g_0^{\nu^2}(t) \right) dt \right) ds \]

\[ = e^x + x + \frac{x^4}{24} + \frac{x^5}{60} + \frac{x^6}{360} \]
Continuing in this manner, we obtain the other components of \( f_{(m)}(x) \) and \( g_{(m)}(x) \)

\[
\begin{align*}
\text{Continuing in this manner, we obtain the other components of } f_{(m)}(x) \text{ and } g_{(m)}(x) \\
\frac{f_{(2)}(x)}{g_{(2)}(x)} &= 81 - 80e^x + 29x + 53e^x + \frac{7x^2}{2} - 16e^x x^2 + \frac{x^3}{6} - 7e^x x^4 + \frac{e^x x^5}{24} + \frac{x^6}{60} \\
\frac{g_{(2)}(x)}{f_{(2)}(x)} &= -\frac{360}{5040} - \frac{2520}{5760} + \frac{228064}{45360} + \frac{22806400}{18144} + \frac{31506708}{380160} + \frac{12355200}{6842880} + \frac{172972800}{12355200} \\
\frac{f_{(3)}(x)}{g_{(3)}(x)} &= -\frac{122036945e^x}{622497e^{2x}} + \frac{83170059067e^{3x}}{4096} + \frac{10389928139e^{4x}}{8192} + \ldots \\
\frac{g_{(3)}(x)}{f_{(3)}(x)} &= -\frac{15715017726793}{32768} + \frac{19183368817e^x}{4096} + \frac{19855161e^{2x}}{4} + \frac{1131212683627x}{32768} \\
\frac{f_{(4)}(x)}{g_{(4)}(x)} &= -\frac{16421624645e^{2x}}{5650023e^{3x}} + \frac{750608576875x}{5650023} + \frac{+1742312038e^{4x}}{16384} + \ldots \\
\frac{g_{(4)}(x)}{f_{(4)}(x)} &= -\frac{16421624645e^{2x}}{5650023} + \frac{750608576875x}{5650023} + \frac{+1742312038e^{4x}}{16384} + \ldots
\end{align*}
\]

and so on. In a similar manner, the rest of the components can be obtained by using Equation 15.

**Example 2.** Consider the following 3\(^{rd}\) order non-linear integro-differential system.

\[
\begin{align*}
f'''(x) &= 1 - \frac{x}{2} - \frac{1}{2} f(x)g(x) + \int_0^x (f(t) - g''(t)) dt \\
g'''(x) &= \frac{x}{2} + \frac{1}{2} f(x)g(x) + \int_0^x (f(t) - g''(t)) dt
\end{align*}
\]

with initial conditions

\[
\begin{align*}
f(0) &= 0, f'(0) = 1, f''(0) = 0 \text{ and } g(0) = 1, g'(0) = 0, g''(0) = 1
\end{align*}
\]

The exact solution of the problem is

\[
\begin{align*}
f(x) &= \text{Sinh}(x), g(x) = \text{Cosh}(x)
\end{align*}
\]
Using Equation 4 and by selecting $f_0(x) = x$ and $g_0(x) = 1 + \frac{1}{2} x^2$, we obtain

$$f_0(x) = x + \frac{1}{2} \left( \int_0^x \int_0^t \int_0^s (s^2 - 1) f_0(r) \, dr \, ds \, dt \right) ds$$

$$g_0(x) = \frac{x^2}{2} + \frac{1}{2} \left( \int_0^x \int_0^t \int_0^s (s^2 - 1) f_0(r) \, dr \, ds \, dt \right) ds$$

Similarly, one can obtain the second-order, third-order and fourth-order approximate solutions given below

$$f_0(x) = x + \frac{x^3}{6} + \frac{x^5}{120} + \frac{x^7}{5040} + \cdots$$

$$g_0(x) = \frac{x^2}{2} + \frac{x^4}{24} + \frac{x^6}{1440} + \cdots$$

(20)

Example 3. Consider the following 3rd order non-linear integro-differential system.

$$u''(x) = -x - v''(x) + \int_0^x (u'^2(t) + v'^2(t)) \, dt$$

$$v''(x) = -x^2 + u''(x) + \int_0^x (v'^2(t) + u(t)v'(t)) \, dt$$

with initial conditions

$$u(0) = 1, \ u'(0) = 0, \ u''(0) = -1 \text{ and } v(0) = 0, \ v'(0) = 1, \ v''(0) = 0$$

The exact solution is

$$u(x) = \cos(x), \ v(x) = \sin(x)$$

(23)

Its iteration formulation is suggested according to He et al. (2010), and He and Wu (2007).

$$u_{i+1}(x) = u_0(x) - \int_0^x \int_0^t \int_0^s \left( s^2 + u_{i+1}^2(r) + v_{i+1}^2(t) \right) \, dr \, ds \, dt$$

$$v_{i+1}(x) = v_0(x) - \int_0^x \int_0^t \int_0^s \left( s^2 - u_{i+1}^2(r) + v_{i+1}^2(t) \right) \, dr \, ds \, dt$$

(24)

Beginning with

$$u_0(x) = 1 - \frac{x^2}{2} \text{ and } v_0(x) = x$$

(25)

We have

$$u_{i+1}(x) = u_0(x) - \int_0^x \int_0^t \int_0^s \left( s^2 + u_{i+1}^2(r) + v_{i+1}^2(t) \right) \, dr \, ds \, dt$$

$$v_{i+1}(x) = v_0(x) - \int_0^x \int_0^t \int_0^s \left( s^2 - u_{i+1}^2(r) + v_{i+1}^2(t) \right) \, dr \, ds \, dt$$

(21)
CONCLUSIONS

In this paper, we have applied an effective variational iteration algorithm-II for solving third order nonlinear integro-differential equations. The aim of this paper is two folds. Firstly, we reveal that the new iteration formulations are much more effective; secondly, the new algorithm is of mathematical significance and of application features. The solutions presented by variational iteration algorithm-II in this paper show excellent agreement with the exact solutions. The graphical analysis reported here further shows confidence on VIM-II.
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