












for the same length of time.3 We targeted 200 respondents per park per day. Respon-
dents were intercepted in their cars as they entered a park. The adult in the car who
had the most recent birthday was recruited for a follow-up mail survey. The overall
recruitment rate at the entrances was 96%, with a high of 99% at Grand Canyon
and a low of 92% at Mesa Verde. Throughout the course of the intercept survey, the
National Park Service also collected data on the number of vehicles passing through
each park entrance on each day and provided daily summaries of cash register receipts
from each park entrance. These data are used to correct for on-site sampling.

On July 17, 2002, Industrial Economics Inc. mailed surveys to all 4,836 recruits.
The initial mailing was followed by a postcard reminder on July 24. On August 14,
a replacement survey was sent to the 2,654 recruits who had not yet responded. We
received completed surveys from 3,311 respondents for a mail-back response rate of
68% (3,311/4,836) and an overall response rate of 66% (3,311/[4,836/.96]). The
denominator in the latter measure includes everyone we attempted to recruit on site.
The overall response rate varied from a high of 73% at Arches to a low of 60% at Pet-
rified Forest. Of the 3,311 returned surveys, we dropped 592 observations mostly due
to missing income and missing information about the entry/exit point into the region.
This brought our sample to 2,719.

The survey itself was 13 pages/54 questions long and was divided into six sections
(the survey is provided in app. A; apps. A, B are available online). The first section
asked respondents to report the dates they entered and exited the Four Corners region
(CO, UT, AZ, NM) and to mark their entry/exit point on a foldout map. The second
section asked respondents to report trips to each of the seven parks in our analysis as
well as time spent on site. The third section asked respondents to report other parks
and cities visited while on their trip. The fourth section continued questioning along
these lines asking about any visits people had made during their trip to see family and
friends or for business. The fifth section asked people about their trip: With whom
were you traveling? How many in the party? Type of transit? Type of lodging? And so
on. The final sections covered demographics—age, education, employment status, time
flexibility during trip, and income.

Tables 1 through 6 provide an overview of the data. All data are weighted (unless
noted otherwise) so observations may be interpreted as coming from a random draw of
adult visitors to the region during the 2-week period in June, conditional on having taken
a trip to at least one of our seven parks. Table 1 is a set of frequency distributions for
the demographic data of the individual in each party who was randomly selected to an-
swer questions. The questions included age, education, employment, household in-
come, and gender. The average age is 48 years. Most respondents have a college edu-
cation (62%). Most are employed full time (62%), although a large share are retired

3. Commercial vehicles, foreign visitors, and children (under 18 years old) were excluded.
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Table 1. Demographic Data, n 5 2,719

% of Respondents
(Weighted)

% of Respondents
(Unweighted)

Age (n 5 2,563, mean5 48 years):
<520 years 1 1
21∼30 years 12 10
31∼40 years 17 16
41∼50 years 30 30
51∼60 years 22 23
61∼70 years 13 15
71∼80 years 5 5
81∼90 years 1 1

Education level (n 5 2,717):
Less than high school <1 <1
Some high school 1 1
High school or GED 9 10
Technical or trade school degree 5 5
Some college 23 21
College graduate 36 35
Graduate school 26 29

Employment status (n 5 2,719):
Full time 62 60
Part time 10 8
Work in household 5 5
Unemployed 2 3
Retired 19 21
Student 3 3
Other <1 <1

Household income (n 5 2,719):
Less than $15,000 per year 4 3
$15,000–$20,000 per year 2 2
$20,000–$30,000 per year 7 7
$30,000–$40,000 per year 10 10
$40,000–$50,000 per year 10 11
$50,000–$75,000 per year 26 24
$75,000–$100,000 per year 20 20
$100,000–$150,000 per year 15 15
More than $150,000 per year 7 8

Male (n 5 2,716) 55 59

Note. Households with missing income are excluded from the sample because income is
needed to estimate the value of time in our models—215 observations were dropped for this
reason. Also, the number of observations is less than 2,716 for some of the other variables due
to item nonresponse.



(19%). Most report household income in the $50,000–$75,000 range (the survey was
done in 2002), and 55% are men.

Table 2 is a frequency distribution for the number of sites (among our set of seven)
visited by respondents. After accounting for weighting, 37% of the respondents visited
multiple destinations on their trip to the region. Notice that the proportion of respon-
dents visiting only a single site increases significantly after weighting. This is because
there is a lower chance of sampling a person who visits only one versus many sites.
Table 3 shows the frequency of visits by park. The Grand Canyon was the most pop-
ular site (61%). Canyonlands was the least popular (7%). Table 4 shows the frequency
by portfolio.

Table 5 shows the state of entry to the region. Some people enter by plane and
others by car. There are 40 unique entry and exit points in the data. Table 6 is a col-
lection of other relevant trip statistics. Most respondents entered the region in Utah
(unweighted). The average length of time for a trip was 6.2 days. On average, respon-
dents reported visiting 0.2 additional parks (outside our set of seven) within the region
during their trip.

Table 2. Number of Parks (among Set of Seven) Visited, n 5 2,719

Number of Parks
Visited by Respondent

% of the Sample
(Weighted)

% of the Sample
(Unweighted)

1 63 29
2 21 28
3 10 20
4 4 11
5 2 8
6 1 4
7 <1 1
Total 100 100

Table 3. Visitation by Park, n 5 2,719

Parks
% of the Sample
(Weighted)

% of the Sample
(Unweighted)

Grand Canyon 61 55
Zion 32 44
Bryce Canyon 21 41
Arches 16 38
Mesa Verde 15 28
Petrified Forest 12 24
Canyonlands 7 24
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3. SITE-PORTFOLIO MODELS

This section lays out our theory and builds directly on travel-cost random utility the-
ory, which has a long history (Bockstael et al. 1987; Carson et al. 2009; Phaneuf and
Requate 2017, chap. 17). Given that an individual chooses to visit at least one major
national park in the Four Corners region, we model the choice of portfolio made by
that person, where the set of possible portfolios includes all combinations of the seven
national parks we listed above.

While respondents are known to visit other parks and make side trips, we focus our
effort on the seven parks, which are the major destinations in the area. We also ignore

Table 4. Most Frequently Chosen Portfolios

Portfolio Group Visitors
% of the Sample
(Weighted)

Grand Canyon 1,070 37
Zion 243 10
Mesa Verde 191 7
Bryce, Zion 153 6
Grand Canyon, Petrified Forest 131 5
Bryce, Grand Canyon, Zion 118 5
Arches 103 4
Grand Canyon, Zion 66 3
Arches, Canyonlands 51 2
Bryce Canyon 46 2
Petrified Forest 33 2
Grand Canyon, Mesa Verde 32 1
Bryce, Grand Canyon 25 1
Grand Canyon, Mesa Verde, Petrified Forest 24 1
Bryce, Grand Canyon, Petrified Forest, Zion 23 1
Arches, Grand Canyon 20 1
Arches, Bryce, Canyonlands, Grand Canyon, Zion 19 1
Arches, Bryce, Zion 18 1
Arches, Bryce, Grand Canyon, Zion 18 1
Arches, Canyonlands, Mesa Verde 18 1
Arches, Mesa Verde 17 1
Arches, Zion 16 1
Bryce, Grand Canyon, Mesa Verde, Zion 12 <1
Arches, Bryce, Grand Canyon, Mesa Verde, Zion 11 <1
Arches, Bryce, Canyonlands, Zion 10 <1
All others 253 9
Total 2,719 100

Note. 111 out of 127 portfolios were chosen by respondents.
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the sequence with which a person visits the parks in a portfolio. This is a practical mat-
ter. We could have learned the sequence of sites visited by a person (asking them to
map their trips) but to consider many sequences for each portfolio was infeasible. In-
stead, we assume that people visit the parks in the order that minimizes travel cost.

Given M national parks in the region, the set of all portfolios is

A 5 1f g, 2f g, ::: Mf g, 1, 2f g, 1, 3f g, ::: , 1, ::: ,Mf g½ � : (1)

In our application withM 5 7, there areK 5 127 portfolios (2M – 1) from which to
choose. We assume each person chooses the portfolio that maximizes utility subject to

Table 5. Entry Points in the Four-State Region

Entry Points (State)
% of the Sample
(Weighted)

% of the Sample
(Unweighted)

Arizona 30 27
Colorado 2 4
New Mexico 14 15
Utah 25 33
Residents in the four-states region 28 22

Total 100 100

Table 6. Trip Statistics, n 5 2,719

Min Mean Max SD

Number of days in area 1 6.2 148 5.2
Number of national parks (among the seven parks) visited 1 1.6 7 1.0
Number of other national parks visited 0 .2 4 .5
Number of other national attractions visited 0 .8 15 1.5
Number of other cities visited 0 1.5 10 1.4
Party—size 1 3.2 16 1.5
Number of children in party 0 .8 14 1.2
% Renting cars . . . 16.4 . . . .4
% Staying in hotels . . . 73.2 . . . .4
% Visiting family/friends during the trip . . . 33.4 . . . .5
% Business trips . . . 11.0 . . . .3
% Traveling alone . . . 5.1 . . . .2
% Traveling with family . . . 82.4 . . . .4
% Traveling with friends . . . 16.4 . . . .4
% Traveling with business associates . . . 1.2 . . . .1
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a budget constraint. The conditional indirect utility function for person i choosing
portfolio k is

Vik 5 V qk, yi – pik, dið Þ 1 εik, (2)

where qk is the vector of characteristics associated with portfolio k, yi is the relevant
income constraint, pik is the trip cost for person i to visit portfolio k conditioned on
their entry and exit point to the region, di is a vector of demographic characteristics
associated with person i, and εik is a random error term capturing unobserved portfolio
characteristics and preference heterogeneity. The trip cost in our case includes transit
cost, time cost, lodging cost, and entrance fees. Each individual i’s choice then is de-
fined as

Max Vi1, ::: ,Vik, ::: ,ViKf g: (3)

We consider two versions of this choice model in estimation: an additive site utility
(ASU) model and a portfolio specific constant (PSC) model. Both are portfolio based.
In both models we assume each person has all 127 portfolios in his or her choice
set. Given the prominence and familiarity of these sites, this seems like a reasonable
assumption.4

Consider the ASU model first. Let qk be a vector of M indicator variables, qkm,
where qkm 5 1 if park m is included in portfolio k and qkm 5 0 if not. Assuming
the index variables for the portfolios are additively separable from the remaining deter-
ministic portion of the indirect utility, the conditional indirect utility for person i
choosing portfolio k is

Vik 5 o
M

m51
βmqkm 1 βp dið Þpik 1 εik: (4)

In this way, each park m contributes to utility through its parameter, βm, if park m is
included in the chosen portfolio. This structure gives the model the name “additive site
utilities.” Say, for example, that portfolio k0 contains only site 3. If so, the utility for in-
dividual i visiting portfolio k0 isVif3g 5 β3 1 βp(di)pif3g 1 εif3g, so the portfolio util-
ity includes a “utility hit” only from site 3. If another portfolio, say k00 contains sites 3
and 5, the utility entry for individual i visiting portfolio k00 is Vif3,5g 5 β3 1 β5 1
βp(di)pif3,5g 1 εif3,5g, which includes two “utility hits.”Also, notice that themodel allows

4. For a discussion on choice set formation in the discrete choice recreation demand context,
see von Haefen (2008). Also, note that as the number of possible sites increases the number of
portfolios goes up exponentially (2n – 1), so for practical reasons alone research strategies to
limit the size of the choice set may be needed.
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the coefficient on travel cost to vary across respondents based on some prespecified in-
dividual characteristics—βp(di).

5 More on this in the next section.
The ASU model assumes that the error terms in equation (4) are independent and

identically distributed type I extreme value random variables (see Train 2009, 34).
This gives rise to the standard-logit probability for person i choosing portfolio k0 of

pr ik0
� �

5
exp oM

m51βmqk0m 1 βp dið Þpik0
n o

o127
k51 exp oM

m51βmqkm 1 βp dið Þpik
n o , (5)

which enters a maximum likelihood equation for standard estimation.
The portfolio specific constant (PSC) model incorporates 126 alternative specific

constants—one for each portfolio (excluding one for normalization).

Vik 5 o
127

k52
βkqk 1 βp dið Þpik 1 εik

� �
: (6)

The PSC model, unlike the ASU model, allows the “utility hit” from a site to vary
depending on the other sites in the portfolio. For example, if sites complement each
other, the “hit” from each site many be enhanced when both sites are in the portfolio.
On the other hand, if sites are substitutes for each other, the “hit” from each site might
be dampened when both are found in the same portfolio. The complementarity case
might arise for sites that satisfy a diversity of interests—one may have canyons and the
other special wildlife. The substitution case might arise when the same portfolio in-
cludes sites with similar characteristics such as wilderness hiking trails.

4. WEIGHTS TO ACCOUNT FOR ON-SITE SAMPLING

With on-site sampling, an individual’s portfolio choice affects her probability of enter-
ing the sample. This is a choice-based sampling problem. Under these circumstances,
the likelihood function must reflect both the probability of selecting a particular port-
folio and the probability of entering the sample. Strategies for addressing choice-based
sampling when alternatives are sites (as opposed to portfolios) are well known (Cosslett
1981; Hindsley et al. 2011). The most common approach is to use exogenous popu-
lation choice weights to adjust the sample. We use a related approach to correct for
on-site sampling in our portfolio choice models. However, given the complexity of the
weighting problemwithin a portfolio choice context, with selection probabilities depend-
ing on both the number of times each individual enters each of the seven parks and the

5. The income term yi is constant across portfolios for any given person and so drops out of
the expression.
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sampling rate at the entrance to each park, we construct weights as inverse selection prob-
abilities. This is the standard approach used by sampling statisticians in calculating survey
weights (Lohr 2010; Valliant et al. 2013).

Our weights increase the relative importance of selected portfolios that are under-
represented in our sample, and they decrease the relative importance of selected port-
folios that are overrepresented. Relative weights constructed as inverse selection prob-
abilities are identical to relative weights constructed using the choice-based sampling
approach. Under the choice-based sampling approach, the relative weight (rjk) for in-
dividuals intercepted at site j versus individuals intercepted at site k is given by

rjk 5
n jð Þ

s jð Þ
�

n kð Þ
s kð Þ

� , (7)

where s( j) 5 Sj/S is the share of individuals who choose site j in the sample (Sj is the
number of individuals sampled at site j and S is the total number of individuals sampled
over all sites) and n( j) 5 Nj/N is true share of the population visiting site j (Nj is the
number of individuals in the population who visit site j andN number of people in the
population who visit one of the seven sites). Multiplying both the numerator and de-
nominator in (7) by N/S gives

rjk 5
Nj

Sj

�
Nk

Sk=
, (8)

which is simply the ratio of the inverse selection probability for individuals sampled at j
(Nj/Sj) to the inverse section probability for individuals sampled at site k (Nk/Sk).
Thus, the standard choice-based sampling corrections produce relative weights that
are identical to weights based on inverse selection probabilities.

Consider a simple example where 100 visitors are sampled from a population of
1,000. Suppose site A has a sample share of .25 (25 of 100 visitors sampled) and a pop-
ulation share of .5 (500 of 1,000 actually visit the site). If so, site A is “undersampled”
by a factor of .5 (.25/.5) and gets “weighted up” by a factor of 2 in (8). At the same time,
suppose site B has a sample share of .5 (50 of 100) and a population share of .1 (100 of
1,000). Site B is “oversampled” by a factor of 5 (.5/.1) and gets “weighted down” by a
factor of .2 in (8). These weights enter the likelihood function in estimation and relative
weighting in (8) is preserved. In this case rAB 5 (2/:2) 5 10. To close the loop, as-
sume there a third site, site C, where the remainder of the sampling is done, it must
be the case this has a sample share of .25 (25/100) and population share of .4 (400/
1,000). That accounts for the full 100 sampled and full 1,000 in the population.
Site C is “undersampled” and would be weighted up by 1.6 (.4/.25). In estimation, each
observation carries a weight corresponding to the site where they were intercepted (in-
verse selection probability) and the weighted sum of the observations equals the sample
share. In our example, we have 2 × 25 1 :2 × 50 1 1:6 × 25 5 100.
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The weighting story, unfortunately, does not end with the inverse selection prob-
abilities. We must also account for the possibility that the individual entered a site
multiple times and could have been selected at other sites in her portfolio. We discuss
both of these adjustments, which get rather tedious, in appendix B. In the end, the key
feature in weighting for a multiple-site portfolio-based model is using inverse selection
probabilities, which is straightforward and implies the need for sample and popula-
tions trip counts.

5. MEASURING TRAVEL COST

Travel cost is a critical variable in any travel cost model and usually involves a number of
judgment calls in its construction. For these reasons, we discuss our measure of travel
cost in detail before we turn to the models. First, our unit of observation is a “travel
party” (averaging 2.4 adults and 0.8 children). Eighty-four percent of the travel parties
in our sample are households. Each party is making a single trip to visit a national park
or parks in the Four Corners region. The travel cost for each party is computed from
the time they enter the region until they depart the region. Some fly in (16%), some
drive in (56%), and others live there (28%). The variation in entry and exit points gen-
erates variation in travel cost across the portfolios as does the number of sites in a port-
folio (all numbers are weighted). There are 41 unique entry/exit points in our data (ex-
cluding those who live in the region). The distribution of respondents by state of entry
is shown in table 5. Tables 7, 8, and 9 provide details on variables used to compute
travel cost.

Travel cost for party i visiting portfolio k, where m 5 1, ... , 7 denotes a park, is
measured as follows

Table 7. Vehicle Cost per Mile, n 5 2,719

Type of Vehicle % of Sample (Weighted) 2002 Cost per Mile (Cents)

Small car 10 10.6
Mid-sized car 21 11.8
Full-sized car 14 13.0
Van 19 11.0
Truck/SUV 31 11.6
Motorcycle < 1 7.7 (8/11 × small car)
RV 5 31.8 (3 × small car)

Note. Vehicle cost is from American Automobile Association, Your Driving Cost
2002 (pamphlet). Costs include fuel, maintenance, and tires. In the % of Sample col-
umn, some respondents chose more than one type of vehicle; therefore the percentages
of sample do not add up to 100%.
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Travel Costik 5 avi � distanceik       Transitð Þ

1 o
7

m51
dEm � dmk       Entrance Feesð Þ

1 incomei/250/3f g � timeik  Timeð Þ
1 vFik � adultsi 1 (kidsi/2)½ �   Foodð Þ
1 vLik � roomsi       Lodgingð Þ,

(9)

where avi 5 per-mile vehicle cost for vehicle type v used by household i; dEm 5 per-
vehicle entrance fee for park m; vFik 5 per-person food cost for respondent i for port-
folio k (see eq. [11]); vLik 5 per-room lodging cost for respondent i for portfolio k (see
eq. [12]); dmk 5 1 if site m is in portfolio k, and 0 if not; distanceik 5 travel distance
between parks in portfolio k for household i; incomei 5 annual household income in
2000$; timeik5 average number of days respondent i spent visiting parks in portfolio k
(see eq. [10]); adultsi 5 number of adults traveling in household i; kidsi 5 number of
children (< 18 years old) traveling in household i; and roomsi5 number of rooms rented
by household i. To calculate transit cost, the first entry in equation (9), the minimum
possible highway travel distance (distanceik) is used for each respondent portfolio and
is computed using MileMaker. Per-mile vehicle cost (avi ) varies by type of vehicle used
by the household and includes fuel, maintenance, and tire wear (see table 7). Distances
vary across respondents for a given portfolio because points of entry and exit vary.

Each household is assumed to pay the relevant entrance fee (dEm) for one vehicle for
each park in the portfolio (see table 8). If the sum of the costs across the parks exceeds
$50 for a portfolio, we assume the household purchases a single $50 group park pass.

Table 8. Lodging, Food Cost, Entrance Fees, and Average Time on Site by Park

Parks
2002 Lodging
per Day ($)1

2002 Food
per Day ($)1

2002 Entrance Fees
per Vehicle ($)2

Average Time
on Site (Days)

Arches 87 38 10 .9
Bryce Canyon 57 38 20 1.2
Canyonlands 87 38 10 .9
Grand Canyon 103 46 20 1.6
Mesa Verde 67 34 10 1.0
Petrified Forest 65 38 10 .6
Zion 57 38 20 1.3

1 Federal government per diem rates for the towns closest to each park. US General Services Admin-
istration—Per Diem Rates Look-Up in 2002 (http://www.gsa.gov/portal/category/100120).

2 If total entrance fee for a portfolio is greater than $50, then we assume they purchased a $50 park pass.
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The opportunity cost of a day is assumed to be one-third of a household’s income
(incomei) divided by an estimate for the average number of working days in a year
(250). The length of a trip in days to visit portfolio k is

timeik 5
8 � o7

m51daysm � dmk
� �

1 traveltimeik
10

, (10)

where daysm 5 average number of days respondent stayed at park m while visiting the
area; dmk 5 1 if park m is in portfolio k, and 0 if not; and traveltimeik 5 travel time in
hours between parks in portfolio k for household i. Respondents reported their num-
ber of days at each park in ½ day increments (½ day, 1 day, 1 ½ days, etc.). The av-
erage number of days at each park (daysm) is the average for all trips to that park across
all parties in the sample. We assume 8 hours for each day of on-site time, so 8 �
fo7

m51daysm � dmkg gives the total hours spent on site at all parks in each portfolio.
Traveltimeik is computed using MileMaker and is measured in hours. The total
amount of time spent on the trip (on-site time1 travel time between parks) is divided
by 10 to convert hours to days. This assumes that a full day of traveling and on-site
time contains 10 hours.

We use the federal government per diem rate for food and lodging costs (see table 8).
There is sufficient variation in these costs to warrant their inclusion. The per diem rate is
a good proxy and accurately picks up variation in costs across the parks. The per-person
food cost for portfolio k, shown as vFik in equation (9), is

vFik 5 o
7

m51
dFm � daysm � dmk

SumDaysk
� timeik, (11)

where dFm 5 federal government per diem rate for food for town closest to park m;
timeik 5 average number of days respondent i spent visiting parks in portfolio k (see
eq. [10]); and SumDaysk 5 o7

m51daysm � dmk. To calculate the per diem per-person
food cost by portfolio, the total food cost for each park in the portfolio is weighted by
the average on-site time at each park. Then, we use the total trip length for each portfolio

Table 9. Per-Party Travel Cost to Chosen Portfolios

Total Cost
($)

Transit
Cost ($)

Lodging
Cost ($)

Food Cost
($)

Entrance
Fee ($)

Time Cost
($)

Mean 892 91 212 281 26 282
Min 82 2 0 20 10 9
Max 8,999 1,616 2,785 4,327 50 2,555
SD 634 99 190 225 13 243
% of total 100% 10% 24% 31% 3% 32%

Note. Time costs are opportunity costs calculated using travel time (transit time between parks 1 on
site time) times 1/3 of household income.
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(on-site time1 travel time) times the per diem per-person food cost to get the per-person
food cost for each portfolio. As shown in equation (9), we assume adults pay the full meal
per diem and children pay ½ the meal per diem over days spent visiting portfolio k.

The per-room lodging cost for portfolio k in equation (9) is

vLik 5 o
7

m51
dLm � daysm � dmk

SumDaysk
� timeik, (12)

where dLm 5 federal government per diem rate for lodging for town closest to park m.
Lodging cost per room is a weighted average of lodging cost over all parks in the port-
folio times the average total number of nights households are in the area when visiting
portfolio k. We assume one overnight for every 10 hours of total trip time (on-site
time 1 travel time). We assume two adults per room to compute roomsi. So, one
or two adults implies one room, three to four adults implies two rooms, five to six
adults implies three rooms, and so forth. We assume that the number of children does
not affect the number of rooms. In addition, we assume respondents staying in hotels/
motels pay full per diem and campers pay ½ per diem. Table 9 shows descriptive sta-
tistics on each category of cost. The mean travel cost to the chosen portfolio is $892
in 2002$. Time and food account for the largest share of travel cost at 32% each.
These costs do not include transit cost to arrive to the Four Corners region.

6. RESULTS

Both of our models include a travel cost variable and either site-specific constants for
each park or portfolio specific constants for each portfolio (see eqs. [4] and [6]). The
models also include interaction terms with travel cost to pick up differences across user
groups in sensitivity to travel cost. These interactions include household income, flex-
ible time (a dummy indicating the respondent had time to stay longer in the area on his
or her trip), car renter (a dummy variable indicating the respondent likely rented a car),
and visited other sites (a dummy indicating the respondent visited at least one destina-
tion other than the seven parks). We hypothesize that people with flexible time, higher
income, and visiting other destinations will be less sensitive to travel cost and that peo-
ple renting a car will be somewhat more sensitive to travel cost. Since many respondents
fly into the region and rent a car to visit the sites, the number of respondents likely trav-
eling by rental car is sizable, about 16% of the sample. Table 10 is a list of variables used
in the models along with definitions.

Table 11 presents the results for our standard logit (SL) additive site utility model.
As expected, the coefficient on Travel Cost is negative and significant. The interactive
terms with Travel Cost also work much as expected with the effects of travel cost on
demand decreasing with Flextime, Income, andVisitedOther Sites and increasing with
Car Renter. The coefficients are statistically significant for Income, Car Renter, and
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VisitedOther Sites.6 The relative sizes of the site-specific constant estimates follow the
sizes of the shares of visits to the parks, with Grand Canyon being far and away
the largest coefficient.

Table 12 shows our portfolio specific constant (PSC) model. We show a range for
the 111 portfolio specific constants.7 In this model, each portfolio is represented by its
own constant, which implicitly allows for interactive effects between parks. In the SL
model the effect of any single park on utility is constant irrespective of the presence of
other parks in the portfolio. So, for example, the utility Zion adds to a person’s total
trip utility is the same regardless of whether Bryce Canyon or Canyonlands is in the
portfolio or for that matter any other park is in the portfolio. If pairs of parks serve
as substitutes or complements for each other, this simple additivity is incomplete. If
Zion and Canyonlands, for example, provide similar “services” (e.g., both offer oppor-
tunities to view wildlife or hike canyons) then the utility of each may diminish due to
the presence of the other in the portfolio. In the PSCmodel, if parks in a portfolio sub-
stitute for each other, the PSC constant should be lower than the sum of same utilities
from the SL model. If they tend to complement each other, the PSC constants will be
higher than the sum. If the effect is negligible, we would expect the sum from the SL
model to be close to the corresponding constant from the PSC model.

Table 10. Variable Definitions

Variable Definition

Travel cost See sec. 5 for a detailed discussion of travel cost (thousands of
2002 dollars)

Flextime 5 1 if visitors could have chosen a longer trip to the four-states region
Car renter 5 1 if nonresidents enter the four-states region via public transportation

(assumed renting cars to visit parks in the region)
Visited other sites 51 if visited other recreational sites or cities
Income Annual household income (thousands of 2002 dollars)
Arches 5 1 If Arches is included in the portfolio
Bryce Canyon 5 1 If Bryce Canyon is included in the portfolio
Canyonlands 5 1 If Canyonlands is included in the portfolio
Grand Canyon 5 1 If Grand Canyon is included in the portfolio
Mesa Verde 5 1 If Mesa Verde is included in the portfolio
Petrified Forest 5 1 If Petrified Forest is included in the portfolio
Zion 5 1 If Zion is included in the portfolio
PSC 1 ∼ 127 Portfolio specific constant for each portfolio

6. We considered various specifications with and without these interactive terms, used dif-
ferent measures of time cost (full and zero wage), and dropped on-site costs (as though they
were constant across sites). These cause changes in the model and valuation in predictable ways
and so we have not included the details here. Instead, we present our “preferred” specification.

7. Only 111 of the portfolio specific constants are identified in our model. Of the 127 pos-
sible portfolios, 16 were never chosen.
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The first thing to note in our estimates is the difference in the Travel Cost coeffi-
cient in the ASU versus PSC models; –6.416 in the ASU model versus –5.002 in the
PSC model. One explanation for this difference is that groups of nearby parks (all else
constant) tend to complement each other in ways not captured in the simple adding up
of site utilities, and this is captured in the Travel Cost coefficient in the ASUmodels. If
so, the Travel Cost coefficient in the ASU model is upward biased—it appears to be
more important than it actually is. Another possible explanation stems from how we
measure Travel Cost. Since we use average time on site at each park, a possible effect,
which would show up as an interactive effect in the PSC model, is that visiting parks
near each other allows a household to spend more time at each park than the measured
average on-site time captures.8 Put differently, on-site time is “underestimated” in port-
folios where parks are near each other and is “overestimated” in ones where parks are
far from each other. If so, the effect of proximity may be due to a larger fraction of the
total travel time being on-site at sites near one another. The PSC model constants
would pick up the “proximity” effect by having a larger value for a portfolio with two
near parks than the value of a simple sum of their utilities. Purging the Travel Cost co-
efficient of a “proximity” effect is an important feature of the PSC model because
the coefficient on Travel Cost, being the marginal utility of income, plays an important
role in computing welfare loss. Finally, the Travel Cost interactive terms are largely in-
sensitive to whether the specification is PSC or ASU.

Table 11. Additive Site Utility Models

Variable

Standard Logit Model (SL)

Coefficients t-Statistics

Travel cost (in $1,000) –6.416 –15.21
Cost × flextime .061 .45
Cost × car renter –.334 –1.82
Cost × income (in $1,000) .012 5.99
Cost × visited other sites 2.583 9.51
Arches –.554 –5.43
Bryce Canyon –.313 –3.13
Canyonlands –1.414 –13.23
Grand Canyon 1.909 13.85
Mesa Verde –.619 –5.71
Petrified Forest –1.319 –15.39
Zion .209 2.15
Log-likelihood –8,066.6902
Sample size 2719

8. Since we have to measure on-site time at all parks in all 127 portfolios for each person,
averaging is unavoidable.
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To get a sense of which parks may be substitutes and which complements for one
another, we estimated a simple ordinary least squares regression. Treating each port-
folio as an observation we regressed the estimated portfolio specific constants from
the PSC model on a dummy variable for each park and pair-wise interaction between
parks. A positive coefficient on an interaction indicates a pair of complements. A neg-
ative coefficient indicates pair of substitutes. Table 13 shows the results. Most notice-
able are the five positive and statistically significant coefficients for pair of parks located
near each other—Arches and Canyonlands, Bryce and Canyonlands, Bryce and Zion,
Grand Canyon and Petrified Forest, and Mesa Verde and Petrified Forest (see fig. 1).
Clearly there are some attractions to visiting parks near one another beyond simple sav-
ing in travel cost. Also, there are no apparent strong substitutes (negative coefficients
with significance).

Table 14 shows the welfare losses for closing each park individually and for closing
selected groups of parks. To compute welfare loss we use the log-sum difference, which
differences expected trip utility with and without parks included in the choice set. In
our case, the log-sum differences per party for the loss of one park for our twomodels are
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Table 12. Portfolio Specific Constant Model (PSC Model)

Variable Coefficients t-Statistics

Travel cost (in $1,000) –5.002 –11.72
Cost × flextime .065 .67
Cost × car renter –.257 –1.86
Cost × income (in $1,000) .009 5.81
Cost × visited other sites 2.201 7.75
PSC 2 ∼ 1271 –17.024 ∼ 2.648 . . .
Log-likelihood –7,152.5593
Sample size 2,719

1 The range of coefficient estimates of the 111 portfolio dummies.

20 Journal of the Association of Environmental and Resource Economists January 2021



whereK is the full set of 127 portfolios,K–1 is set of portfolios excluding park number 1,
m indexes the seven parks, and park number 1 is the park being valued. The Travel Cost
coefficient (–βp) converts the utility difference to 2002$. The first term on the right-hand
side of both equations sums over all portfolios but for those including the park(s) being
valued for loss (in this example park no. 1 is dropped). The second term on the right-
hand side includes all portfolios. These values are all per trip per party and condition

Table 13. OLS Regression of the PSC Coefficients on Park Constants

Site-Specific and Pair-Wise Dummies

Coefficient t-Statistics

Constant 1.044 .81
Arches (AR) –.361 –.30
Bryce Canyon (BC) –3.081 –2.61
Canyonlands (CA) –4.280 –3.60
Grand Canyon (GC) .836 .72
Mesa Verde (MV) –3.376 –2.84
Petrified Forest (PF) –2.460 –2.07
Zion (ZI) –.854 –.73
Pair-wise dummies:
AR - BC .476 .53
AR - CA 3.252 3.54
AR - GC –1.115 –1.21
AR - MV 1.596 1.73
AR - PF –.168 –.18
AR - ZI –.255 –.28
BC - CA 2.308 2.57
BC - GC .955 1.06
BC - MV –.379 –.42
BC - PF .626 .70
BC - ZI 3.312 3.70
CA - GC –.211 –.23
CA - MV .418 .45
CA - PF –.135 –.15
CA - ZI –.172 –.19
GC - MV .494 .54
GC - PF 2.099 2.32
GC - ZI .392 .43
MV - PF 1.416 1.55
MV - ZI 1.511 1.67
PF - ZI –1.043 –1.16

Note. The dependent variable is the PSC estimated in the PSC model (n 5 111).
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on the person making a trip to the Four Corners region. The latter is an important qual-
ifier. This means that a party is constrained tomake their trip to the Four Corners region
even when some subset of the parks is closed. Staying home and taking no trip is not an
option.

The values in table 14 are shown per trip and as a loss-to-trip ratio. The per-party
estimate is the log sum from equations (13) and (14). The loss-to-trip ratio is the total
loss over the sample divided by the total number of trips taken by the sample to the site.
The PSC estimates are larger than the ASU estimates for every park and group park
loss. This is due in part to the drop in the absolute value of the Travel Cost coefficient
described above. The per-trip values (all in 2002$) from the PSC model range from a
low of $18 per party for Canyonlands to $202 for Grand Canyon. Zion has the second
largest value at $86. The multisite losses are, of course, much larger (e.g., $378 for los-
ing the three most popular parks [Bryce, Grand Canyon, Zion]).

In using the per-trip values in table 14 it is important to keep in mind that these are
per trip to the Four Corners region. In aggregating these values to total annual losses
over all users, the number of parties traveling to all seven parks should be multiplied
by the per party value.9 Table 14 also shows loss-to-trip ratio values. In this case,

Table 14. Welfare Loss for Park Closures: Per-Trip and Loss-to-Trips Ratio (2002$)

Per-Party Per-Trip
Welfare Loss

Per-Party Loss-to-Trips
Ratio

SL Model
($)

PSC Model
($)

SL Model
($)

PSC Model
($)

Single park closures:
Arches 29 41 185 262
Bryce Canyon 38 58 174 265
Canyonlands 12 18 150 221
Grand Canyon 143 202 227 320
Mesa Verde 25 35 165 228
Petrified Forest 18 27 141 216
Zion 58 86 186 275

Multiple park closures:
Group I: Bryce Canyon, Grand Canyon,

and Zion 277 378
Group II: Grand Canyon and Petrified

Forest 166 216
Group III: Arches and Canyonlands 41 45

9. Another way of thinking about aggregation here is that every party has some positive
probability of visiting each portfolio (and hence park) in the choice set; hence the loss of each
park applies to all parties.
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aggregating the per-trip value to total annual losses over all users is accomplished by
multiplying by the total number of parties traveling to the park of interest only. The
latter are often useful in damage assessment where one knows the total number of trips
lost to a specific park(s) and seeks per-trip value for that park(s).

Table 15 presents aggregate values for park closures using park data on visitation
rates. The values here range from $51.8 million for Grand Canyon to $2.1 million for
Canyonlands using the PSC model estimates. These are losses in 2002$ for a closure
for the entire month of June 2002 and were calculated using National Park Service
estimates for visitation in June 2002.10

7. CONCLUSION

The multiple-site visitation problem has bedeviled travel cost models since their incep-
tion. Our portfolio-based strategy offers a new methodology for addressing the issue
and does so in a utility-theoretic framework capable of generating per-trip measures
of value for the closure of individual sites or group of sites. Data collection (since it will
usually have to be on site) is somewhat more complicated, and weighting of the data to

Table 15. AggregatedWelfare Loss for Individual Park Closures (Millions of 2002$) and Total
Visitors by Park (Thousands) for the Month of June 2002

Single Park Closures

Aggregate Loss in June 2002

Total Visitors in June 20021SL Model ($) PSC Model ($)

Arches 6.0 8.5 101.1
Bryce Canyon 7.3 11.0 129.2
Canyonlands 2.1 3.1 44.0
Grand Canyon 36.8 51.8 502.2
Mesa Verde 4.3 5.9 80.2
Petrified Forest 3.8 5.9 84.3
Zion 19.8 29.2 329.4

Note. The aggregate loss for a given park is {Total Visitors in June 2002} × {Per Party Loss-to-Trips
Ratio from table 14}/3.1. Because the visitor numbers are reported by person and our estimates are per
party, we divide by 3.1, which is the average party size in our sample. For Arches in the PSC model, for
example, we have 101,051 × 262/3:1 5 8,540,439.

1 National Park Service visitor use statistics: recreation visitors by month by parks (https://irma.nps
.gov/Stats/SSRSReports/Park%20Specific%20Reports/Recreation%20Visitors%20By%20Month%20
(1979%20-%20Last%20Calendar%20Year).

10. We estimate lost park revenue during this period across all parks as approximately
$3.3 million in 2002$—a fraction of the lost surplus.
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correct for sampling is a nontrivial complication beyond conventional travel cost mod-
eling approaches but, as we have demonstrated, is within the realm of conventional sur-
veys and econometric methods.

In many cases, where trips are dominated by single-site visits, conventional methods
will continue to apply. This probably pertains to most recreational trips—day trips for
fishing and beach use are good examples. Still, there are many applications where our
method is relevant—day trips for bird-watching (where moving from one viewing site
to another is common) and many types of overnight trips (where multiple sites are vis-
ited) are good examples in this case.

Where are improvements needed? Two areas are obvious. First, incorporating the
participation decision into the model would move us closer to a “complete” choice model
and allow per-trip values to no longer be confined to “short-term” impacts but also allow
for people to adjust for closures by canceling a trip to the region altogether. The most
promising approach here is likely to be a parallel data collection effort, focusing on par-
ticipation nationally. So, an independent off-site national survey to get rates of use cou-
pled with an on-site survey to get portfolio choice data is suggested.

Second, incorporating site characteristics into the model would allow for values for
characteristics—such as environmental quality (water, land cover, etc.), presence of
wildlife, number of trails, and other amenities. This improvement seems easily within
the realm of random utility theory and practical data collection. One need only define
sites with many parks and include “attributes of the portfolio” such as bison present at
one or more sites or fishing available at sites and so forth.
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