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Abstract
In this paper we present a measurement-based approach that produces both a WCET (Worst Case Execution Time) estimate, and a prediction of the probability that a future execution time will exceed our estimate. Our statistical-based approach uses extreme value theory to build a model of the tail behavior of the measured execution time value. We validate our approach using an industrial data set comprised of over 150 sampled components and nearly 200 million sample execution times. Each trace is divided into two segments, with one used to make the WCET estimate, and the second used check our prediction of the fraction of future execution time samples that exceed our WCET estimate. We show that compared to WCET estimates derived from the worst-case observed time, our WCET estimates significantly improve the ability to predict the probability that our WCET estimate is exceeded.

1. Introduction

In the analysis of many systems, it is necessary to know the Worst-Case Execution Time (WCET) of the tasks in the system. Traditionally, WCET estimation has been based on static-analysis techniques. The source code or disassembled binary executable of the task is analyzed to determine the time required for the longest path through the code. Modern processor techniques such as caching and predictive branching make this approach very difficult[3]. Efforts to overcome such difficulty require modeling and simulation of complex hardware architectures to augment these static-analysis code techniques[12, 7]. As a result, measurement-based approaches have become more popular.

In measurement-based approaches, estimates of the WCET of a task are made by running a series of sample executions of the task in isolation and directly measuring its execution time. This can be either the execution time of the whole task, or the execution time of individual basic blocks (segments of straight-line code with no intervening branches) of the task. In the simplest approaches, the task is executed and measured for a set number of times and the longest observed time, possibly scaled by an ad hoc “safety factor”, is used as the WCET. While this approach is simple, there is no systematic way to determine the appropriate scale factor or predict how good the WCET estimate will be.

Some approaches use a combination of analytical and measurement-based methods. For example a tool called pWCET [14, 13] breaks a piece of code down into basic blocks, uses measurement to compute an execution time distribution, then uses a set of techniques to compute joint distributions based on the type of control structures in the code. The authors describe a technique which can produce
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WCET predictions with no independence assumptions on the execution times of the individual basic blocks. The primary weakness of this approach is that the execution time is modeled directly by an empirical distribution function. Since WCET estimation is concerned primarily with the tail behavior of the distribution, a very large number of samples are required to obtain an accurate model.

While ideally we would like to find a WCET that is guaranteed never to be exceeded, this is not practical with a measurement-based approach. Instead the goal is to find WCET estimates that have very low and predictable probabilities of being exceeded (e.g., $10^{-5}$).

### 1.1. Extreme Value Theory

In this paper, we present and evaluate a WCET estimation algorithm based on Extreme Value Theory (EVT). Extreme Value Theory\cite{5,1} is a branch of statistics for analyzing the tail behavior of a distribution. It allows us to reason about rare events, even though we may not have enough sample data to actually observe those rare events. Example applications include hydrology, finance and insurance.

### 1.2. WCET Estimation Using EVT

By using EVT, we can estimate WCET values that achieve a target exceedence probability (the probability that a future sample will exceed our WCET estimate). This is in contrast with the more primitive approach of simply using the highest observed execution time of a task over a set of trials for which we can not predict how well it will do in future invocations\cite{10}.

In one recent approach to using EVT for WCET estimation\cite{2}, execution time measurements are first fit to the Gumbel distribution\cite{5} using an unbiased estimator. A WCET estimate is then made using a pertaining excess distribution function. The problem with this approach is that it incorrectly fits raw execution time data to the Gumbel distribution. The Gumbel and other EVT distributions are intended to model random variables that are the maximum (or minimum) of a large number of other random variables. In general, this is not the case for execution time measurements. An additional problem is that there does not appear to be any goodness-of-fit test to ensure the estimated parameters actually fit the measured data.

Our WCET estimation algorithm is also based on EVT. The most important change is that rather than attempting to fit the Gumbel distribution directly to the sample execution times, we use the method of block maxima\cite{1}, grouping the sample execution times into blocks and fitting the Gumbel only to the maximum values from each of the blocks. This ensures that the samples used to estimate the Gumbel distribution are samples from a maximum of random variables. In addition, we use a Chi-squared test to ensure that the sample data correctly matches the distribution we fit.

### 2. About the Data

In order to validate our WCET estimation approach, we use execution time traces from a set of 154 periodic tasks incorporating over 200 million combined execution time samples. These tasks make up a commercial device implemented as a PowerPC based embedded system running the VxWorks real-time operating system with many built-in monitoring and control interfaces. Two different instances of this device were stressed and measured by two different teams in two different laboratories using the same measurement procedure and device configuration over the course of a few days to obtain the observed execution times of these tasks\cite{4}. Approximately 125 minutes of trace data was collected.
for each task in 25 five-minute runs. Each trace is divided into two parts: an estimation part and a validation part. The estimation part is used for making WCET estimates and consists of the first 15 minutes of the trace data. The validation part is used for evaluating our WCET estimates and consists of the final 110 minutes of each trace. We used this partitioning between the estimation and validation parts because it gave us a good trade off between traces for which the WCET estimate converged while keeping the amount of estimation data low.

Since the periods of the tasks are different, the number of sample execution times collected in each trace is different. In order to ensure a sufficient number of samples for estimation and validation, we exclude those traces with less than 75,000 samples. We chose this value because it represents a large break in the number of traces exceeding this threshold (see Figure 1), and empirical evidence suggest that the 9,000 samples in the estimation part of the trace are usually sufficient to make a good estimate. A total of 122 tasks met this threshold.

2.1. Trace Characteristics

There are no data dependent loops in any of the tasks we measured. Because of this, we expect the execution times to be dependent only on factors such as the state of the cache, predictive branching and other processor effects. To generalize our results to tasks with data-dependent loops it would be necessary to combine our approach, (using it to estimate the execution time of basic blocks) with code analysis.

Table 1 lists basic statistics of the 15 minute estimation part of a representative trace which we will call $T_1$. The execution time distribution for this trace is shown in Figure 2. As can be seen from the graph, the distribution peaks near the mean and falls of with rapidly decreasing probability density.
2.2. Collection Methodology

Execution time measurements were collected from an embedded system (excluding the operating system itself) with over one million source lines of C and C++ code. Each task in the system, when running in steady state, was performed by an identifiable task body in the source code. Each task body was tagged by inserting WindView[11] user event markers in the source to identify when a task started working on a job and when that job was complete. As such, these markers delineated in the observed trace when a task was actually running in the CPU and when that task body had yielded. With these markers, the actual periods and execution times for each job the task performed could be measured.

Once the source code was tagged, the measurement procedure was to bring the device into steady state (post-startup phase) and collect measurement samples from the device using the same industrial testing methods and standards adopted by the device’s manufacturer. This meant that the device was subjected to the maximum allowable data rates on all input channels for a fixed interval of time. After the sample data was collected, the traces from the jobs performed by the tasks were analyzed to calculate each jobs’ execution time (the time occurring between each user event marker taking into account any preemption or blocking that may have occurred during the jobs execution). A more detailed discussion of the measurement approach can be found in [4].

3. Extreme Value Theory

In principle, we could collect enough sample execution time data to construct an empirical distribution function \( \hat{F}(x) \) and then simply use the inverse CDF to compute an estimated WCET as \( \hat{\omega} = \hat{F}^{-1}(1 - p_e) \) where \( p_e \) is the desired probability of exceeding our estimate. The problem with this approach is that in order to have a good model of the right tail behavior we would need a vast amount of data. Furthermore, we could never generate an estimate higher than the highest observed value. Extreme Value Theory (EVT)[5] gives us a way to reason about this tail behavior without the vast amount of data required by a brute-force approach.

Given a random variable \( Y = \max X_1, \ldots, X_n \) formed from the maximum of a set of \( n \) i.i.d. (independent identically distributed) random variables \( X_i \), EVT tells us the distribution of \( Y \) will converge to the Generalized Extreme Value (GEV) distribution as \( n \) goes to infinity. This is analogous to the role the central limit theorem plays in the sum of a large number of random variables. Properties of the distribution of the base random variables \( X_i \) determine to which of three forms the distribution of \( Y \) will converge. The three forms are: Type I (Gumbel) – When the underlying distribution has a non-heavy upper tail (e.g., Normal), Type II (Frechet) – When the underlying distributions has a heavy upper tail (e.g., Pareto), and Type III (Weibull) – When the underlying distributions has a bounded upper tail (e.g., Uniform).

In applying EVT to the WCET estimation problem, we assume that the execution time distribution (e.g., Figure 2) has a non-heavy tail for most tasks. This implies the GEV distribution will converge to the Type I or Gumbel form which we assume for the reminder of this paper. We test and confirm this hypothesis in Section 5..

The Gumbel distribution has two parameters: a location parameter \( \mu \) and a scale parameter \( \beta \). It has
1. Set the initial block size $b$ to 100.

2. If the number of blocks $\lfloor N/b \rfloor$ is less than 30, then stop (not enough samples to generate an estimate).

3. Segment execution times $x_1, \ldots, x_N$ into blocks of $b$ measurements.

4. For each of the $\lfloor N/b \rfloor$ blocks find the maximum values $y_1, \ldots, y_{\lfloor N/b \rfloor}$ where $y_i = \max(x_{(i-1)b+1}, x_{(i-1)b+2}, \ldots, x_{ib})$.

5. Estimate the best-fit Gumbel parameters $\mu$ and $\beta$ to the block maximum values $y_1, \ldots, y_{\lfloor N/b \rfloor}$.

6. If the Chi Squared fit between the block maximum values $y_1, \ldots, y_{\lfloor N/b \rfloor}$ and the Gumbel parameters $\mu$ and $\beta$ does not exceed a 0.05 confidence value, then double the value of $b$ and go back to Step 2.

7. Return WCET estimation $\omega = F_G^{-1}((1 - p_e)b)$ where $F_G^{-1}$ is the percent-point function (Equation 1) for a Gumbel with parameters $\mu$ and $\beta$, $b$ is the block size and $p_e$ is target sample exceedance probability.

Figure 3. WCET Estimation Algorithm

the cumulative distribution function (CDF) $F_G(y) = e^{-e^{\frac{y-\mu}{\beta}}}$ and the percent-point function:

$$F_G^{-1}(q) = \mu - \beta \log(-\log(q)) \quad (1)$$

4. WCET Estimation

In order to apply these EVT techniques to execution time samples, we must construct sample data from a random variable that is formed from the maximum of another set of random variables. We group the execution time samples into size $b$ blocks of consecutive samples, then choose the maximum value from each block to construct a new set of sample “block maximum” values. That is, given a set of raw execution time measurements $x_1, \ldots, x_N$, we construct the set of block maximums $y_1, \ldots, y_{\lfloor N/b \rfloor}$ where $y_i$ is the maximum $x_j$ value between $x_{(i-1)b+1}$ and $x_{ib}$. Left over samples not filling a block are discarded.

By selecting only the block maximum values, the algorithm presented here focuses on the samples of most interest to us. In general the larger the block size $b$, the better fit we will get to the Gumbel distribution. However, there is a tradeoff since a increasing $b$ will result in fewer blocks and thus fewer sample values.

Our algorithm for making WCET estimates takes as input a set of $N$ execution time samples, $x_1, \ldots, x_N$, and a target exceedance probability $p_e$, and returns a WCET estimate for which we predict that future invocations of that task will exceed this estimate with probability $p_e$. The smaller the value we choose for $p_e$, the larger the estimated WCET value will be. Since the underlying algorithm assumes that execution times come from an unbounded distribution (but with rapidly decreasing probability density for large values), we can not generate a WCET value for $p_e = 0$.

Figure 3 shows an outline of our WCET estimation algorithm. This algorithm is discussed in greater
detail in the following sections. We will use the 15 minute estimation part of the trace for Task $T_1$ mentioned in Section 2.1. as an example.

4.1. Steps 1-4: Blocking of Samples

The goal of Steps 1 through 4 is to select a subset of the original data points that represent the upper tail of the behavior. This is done by grouping the data into blocks of $b$ samples and discarding all but the maximum value from each block. Samples at the end of the trace that do not completely fill a block are discarded. We make the assumption that all execution time samples are independent and thus the blocking method chosen will not affect the statistical properties of the blocks.

The selection of $b$ is a trade-off between the quality of fit to the Gumbel distribution, and the number of samples that can be used in making that fit. Generally, the larger the value we choose for $b$, the more likely the block maximum values will follow a Gumbel distribution, but the fewer samples we will have available to use in the estimation of the Gumbel parameters. For example, if we have 50,000 execution time samples with which to make an estimate, there will be 500 block maximum values when the block size is 100. But if we use a block size of 1,000, then there will be only 50 block maximum values to use in the estimation of the Gumbel parameters.

We use the generally accepted value of 30 as the minimum number of samples (block maximum values) to use in estimating a distribution. This limit also bounds the size to which $b$ can grow. Since $b$ is doubled until the goodness-of-fit test is passed (at Step 6), it is possible that $\lfloor N/b \rfloor$ can fall below 30 and thus we must stop the algorithm without generating a WCET estimate. In this case, the only remedy is to either collect more execution time samples or use another WCET estimation technique.

4.2. Step 5: Parameter Estimation

In Step 5, we compute the parameters of the Gumbel distribution of the block maximum values. We do this by applying linear regression to the QQ-plot of these values. A QQ-plot[1], or quantile plot, is a plot of the empirical quantile values of sample data against the quantiles of the standard form of a target distribution. For Gumbel quantiles, this is done by plotting the points:

$$(-\log(-\log(1 - \frac{i}{\lfloor N/b \rfloor + 1})), y_i^{[s]}), \quad i = 1..\lfloor N/b \rfloor)$$

where $\{y_1^{[s]}, ..., y_{\lfloor N/b \rfloor}^{[s]}\}$ are the block maximum values sorted from lowest to highest. If the block maximum values follow a Gumbel distribution, then the points on the QQ-plot will form a straight or nearly straight line. The slope and intercept of the best-fit line through these points can be used as estimators for the Gumbel $\mu$ and $\beta$ parameters, respectively. While using linear regression to compute a best fit line is not the only method to estimate the Gumbel parameters, it is quicker and easier than methods such as maximum likelihood estimation.

An example QQ-plot for Task $T_1$ is shown in Figure 4. The dots represent the block maximum values, and the line represents the Gumbel fit to the data. Notice that we get a good linear fit to the data and we can find the Gumbel location parameter value $\mu = 61.72$ from the y-intercept, and the Gumbel scale parameter value $\beta = 5.95$ from the slope.
4.3. Step 6: Verifying Goodness-of-Fit

In Step 6, we verify the goodness of fit between the sampled block maximum values and the estimated Gumbel parameters using a Chi Squared test. The test is performed by grouping the sample values into $M$ bins and then comparing the number of samples that fall into each bin $O_i$ with the expected number of samples that fall into bin $E_i$ (computed by multiplying the total number of samples by the difference in the Gumbel CDF at the edges of the bin) using the Chi Squared formula:

$$\chi^2 = \sum_{i=1}^{M} \frac{(O_i - E_i)^2}{E_i}$$  \hspace{1cm} (2)

The resulting value, along with the number of degrees of freedom is then checked against a Chi Squared Table to see if it is significant. The number of degrees of freedom in this case is given by $M - 3$. This includes two for the number of Gumbel parameters we are estimating, and one for the last bin who’s value is fixed after all other bin values have been determined. From the Chi Square table we can find the critical Chi Square value for a level of significance $p$. $p$ represents the probability that a Chi Square distributed random variable will exceed that critical value. Typically a match at the $p = 0.05$ is considered acceptable.

In our algorithm, we create the bins by dividing the range between the smallest and largest block maximum value into $N_b/30$ equally spaced bins, where $N_b = \lfloor N/b \rfloor$ is the number of blocks. This will create an initial set of bins for which the average number of observations falling into them is 30. However, we do not let the number of bins fall below six. Since the Chi squared test is sensitive to bins with low numbers of observations, we collapse adjacent bins with less than five observations. This is done by scanning the blocks from the lowest to the highest combining blocks with less than five observations in it until there are five or more observations. Again, we always retain at least six bins.

For the example task $T_1$ at a block size of $b = 100$ there were 3007 block maximum values which resulted in an initial set of 100 bins for the Chi Squared test. Figure 5 shows the number of block maximum values that fell in each of the bins (bars) along with the expected values for each of these bars (the solid line). After collapsing small bins, we got a total of 62 bins and computed a Chi Square value of 236.0. Since this exceeds the required Chi-Squared value of 77.93 for $59 = 62 - 3$ degrees
of freedom at the $p = 0.05$ confidence value, we must reject the hypothesis that the observed data matches a Gumbel distribution.

Since the goodness-of-fit test failed, Step 6 calls for us to double the block size and try again. Doing this repeatedly, we find that at a block size of $b = 400$, we obtain a Chi Squared value that does not require us to reject a match between the estimated Gumbel parameters and the block maximum data. In this case we got Gumbel parameters of $\mu = 70.0$ and $\beta = 6.23$. Note that these values are not directly comparable with the $b = 100$ case since they are estimated from a different set of values.

In applying the goodness-of-fit test to the $b = 400$ case, we initially get 25 bins which collapsed into 19 bins after we combine the bins with fewer than five observations. This results in 16 degrees of freedom and thus a critical Chi squared value of 26.3 for a fit at the $p = 0.05$ confidence level. Figure 6 shows the fit between the observed bin counts (bars) and the expected bin counts (line) for this case.

4.4. Step 7: Estimating WCET Value

The final step is to use the computed and verified Gumbel parameters and the exceedance probability $p_e$ to estimate the WCET. This is done using the Gumbel percent-point function (Equation 1). This function returns the block maximum value for which there is a probability $q$ that a measured block maximum will not exceed this value. We can compute $q$ as:

$$q = (1 - p_e)^b$$

That is, $q$ is the probability that all $b$ samples in the block are below the WCET value. Combining Equations 3 and 1 gives us the equation:

$$\omega = \mu - \beta \log(-\log((1 - p_e)^b)))$$

for computing the WCET estimate $\omega$ in terms of the block size $b$, the exceedance probability $p_e$, and the Gumbel parameters $\mu$ and $\beta$. In the example for Task $T_1$, at a target exceedance probability of $p_e = 10^{-4}$ we get the WCET estimate:

$$\omega = 70.0 - 6.23 \log\left((-\log((1 - 10^{-4})^{400}))\right) = 90.05\mu s$$
5. Validation

In applying our WCET estimation algorithm to the 15 minute estimation part of the 122 traces described in Section 2., 75 of the traces passed the Chi squared test and yielded a WCET estimate. These tasks will be the focus of our analysis of the quality of the WCET estimates. However, we point out that by increasing the amount of data used by the estimation algorithm from 15 minutes to 30 minutes, the number of traces for which we could make an estimate was increased to 95.

5.1. Single-Task Validation

A comparison between the predicted and the measured exceedance probability for Task $T_1$ example is shown in Figure 7. The predicted exceedance probability curve was generated from Equation 4 using the parameters estimated in the previous sections ($\mu = 70.0$, $\beta = 6.23$, and $b = 400$). The measured curve was generated by sweeping through WCET values and measuring the number of samples that fall above each value. A total of about 2.2 million execution times where used to validate the WCET estimates for $T_1$.

We can see that the predicted exceedance probability matches well with the measured probability. In particular, the slopes (on a log scale) match extremely well. However, there is some divergence, particularly in the lower-right corner of the graph where the measured curve takes on a “stair step” appearance. This “stair step” effect is due to sample size limitations at the right-hand side of the graph. Even with 2.2 million samples, single values passing below the WCET estimate can cause large changes when measuring events near the $10^{-6}$ probability level.

We also examined the curves for the predicted versus observed exceedance probabilities for the other 74 tasks for which we generated a WCET estimate. We found results similar to those for task $T_1$. While a slight positive or negative bias between the observed and predicted exceedance probability curves was present in most traces, the slopes generally matched extremely well.

5.2. Task Set Validation

We compared the WCET estimates made using our WCET estimation algorithm with a “Maximum Observed” method in which the highest observed value in the estimation part of the trace was taken
as the WCET estimate.

Figure 8 shows a set of four point clouds showing the fraction of validation execution time samples (the last 110 minutes of each trace) that exceeded the WCET estimate for the Maximum Observed method and our WCET estimation method at three different $p_e$ values. Each dot in each point cloud represents a single trace and its fraction of WCET exceedances. It can be seen that in the “Maximum Observed” case, the fraction of WCET exceedances is very unpredictable and has a high variance. In contrast, the variability for our EVT-based approach is significantly smaller and clustered around the predicted value indicated by the horizontal lines. Note that while the measured exceedance probabilities for the $p_e = 10^{-6}$ case appears to be biased toward exceedance probabilities higher than $10^{-6}$, there are actually 42 tasks for which the measured exceedance probability was zero and thus can not be seen on the graph. This $p_e = 10^{-6}$ case is in fact near our limit to measure the WCET exceedances given the amount of validation data we have.

6. Conclusion

The most important aspect of a measurement-based WCET estimation method is the ability to predict the exceedance probability. By using a large collection of traces, we have shown that our EVT-based method can produce WCET estimates for which the exceedance probability is more predictable and controllable than using the maximum observed execution time.
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