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I. INTRODUCTION

One of the fundamental goals of nuclear physics is to understand the structure and behavior of strongly interacting matter in terms of its basic constituents, quarks and gluons. An important step toward this goal is the characterization of the internal structure of the nucleon; the four Sachs elastic electric and magnetic form factors of the proton and neutron, \( G_{Ep}, G_{Mp}, G_{En}, \) and \( G_{Mn} \), are key ingredients of this characterization. The elastic electromagnetic form factors are directly related to the charge and current distributions inside the nucleon; these form factors are among the most basic observables of the nucleon.

The first direct evidence that the proton has an internal structure came from a measurement of its anomalous magnetic moment 70 years ago by O. Stern [1]; it is 2.79 times larger than that of a Dirac particle of the same mass. The first measurement of the charge radius of the proton, made by Hofstadter et al. [2], yielded a value of 0.8 fm, quite close to the modern value.

The theory that describes the strong interaction between quarks and gluons is quantum chromodynamics (QCD). Perturbative QCD (pQCD) makes rigorous predictions when the four-momentum transfer squared \( Q^2 \) is at least 2 GeV\(^2\) and soft scattering processes are dominant, is very difficult. As a consequence, many phenomenological models attempt to explain the data in this domain; precise measurements of the nucleon form factors are necessary to constrain and test these models. Only the magnetic form factor of the proton \( G_{Mp} \) is known with very good accuracy in this region. The electric form factor \( G_{Ep} \) was not well measured beyond \( Q^2 \) of 1 GeV\(^2\) before this experiment. Both \( G_{En} \) and \( G_{Mn} \), the electric and magnetic form factors of the neutron, respectively, were also poorly known at any \( Q^2 \) value until recently. New measurements of \( G_{Mn} \) at the Thomas Jefferson National Accelerator Facility (JLab) [4] up to \( Q^2 = 4.8 \) GeV\(^2\) will bring the knowledge of this form factor to comparable levels of accuracy as for \( G_{Mp} \). For the neutron electric form factor, two new JLab experiments [5,6] have extended the \( Q^2 \) range to 1.5 GeV\(^2\), and two approved experiments [7,8] will soon extend the \( Q^2 \) range to 4.3 GeV\(^2\), with an accuracy comparable to that of the three other form factors.

The electromagnetic interaction provides a unique tool for investigating the internal structure of the nucleon. The measurement of electromagnetic form factors in elastic, inelastic, and structure functions in deep inelastic scattering of electrons and muons has been a rich source of information on the structure of the nucleon.

In the single virtual photon exchange approximation for elastic scattering, the hadron current operator can be expressed in terms of two form factors: \( F_1 \), the Dirac form factor, and \( F_2 \), the Pauli form factor. These form factors and the Sachs electric and magnetic form factors are related according to

\[
G_E = F_1 - \tau \kappa F_2 \quad \text{and} \quad G_M = F_1 + \kappa F_2, \tag{1}
\]

where \( \tau = Q^2/4M^2 \), \( \kappa \) is the anomalous magnetic moment, and \( M \) the mass of the proton. In the limit \( Q^2 \to 0 \), \( G_{Ep} = 1 \), \( G_{En} = 0 \), \( G_{Mp} = \mu_p \), and \( G_{Mn} = \mu_n \), where \( \mu_p \) and \( \mu_n \) are the nucleon magnetic moments. In the Breit frame, \( G_E \) and \( G_M \) are the Fourier transforms of the charge and magnetization distributions in the nucleon, respectively.

A. Previous \( G_{Ep} \) measurements using the Rosenbluth separation method

Both the elastic cross section and the polarization observables of the elastic \( ep \) reaction can be expressed in terms of either the Sachs or the Dirac and Pauli form factors. These form factors are Lorentz scalars and depend only upon \( Q^2 \), the four-momentum transfer squared of the reaction. A complete separation of the electric and magnetic terms is evident in the cross-section formula when the Sachs form factors are used. It is then possible to obtain both \( G_{Ep}^2 \) and


\[ G_{\Delta p}^2 \] separately, using the Rosenbluth method [9,10]. In the one-photon exchange approximation, the cross section in terms of the Sachs form factors can be expressed as

\[
\frac{d\sigma}{d\Omega} = \frac{\alpha^2 E_e \cos^2 \frac{\theta_e}{2}}{4 E_{\text{beam}}^3 \sin^3 \frac{\theta_e}{2}} \left[ G_{E_p}^2 \epsilon + \frac{\tau}{\epsilon} G_{M_p}^2 \right] \left( \frac{1}{1 + \tau} \right),
\]

where \( \epsilon = [1 + 2(1 + \tau)] \tan^2 \left( \frac{\theta_e}{2} \right) \) is the longitudinal polarization of the virtual photon, with values between 0 < \( \epsilon < 1 \); \( E_{\text{beam}} \) and \( E_e \) are the energies of the incident and scattered electron, respectively, and \( \theta_e \) is the electron scattering angle in the laboratory frame.

Figure 1 shows previous results of \( G_{E_p} \) and \( G_{M_p} \) obtained by Rosenbluth separations, plotted as the ratios \( G_{E_p}/G_D \) and \( G_{M_p}/\mu_p G_D \) versus \( Q^2 \), up to 6 GeV\(^2\). Here \( G_D \equiv (1 + Q^2/m_D^2)^{-2} \) is the dipole form factor, with the constant \( m_D^2 \) empirically determined to be 0.71 GeV\(^2\). For \( Q^2 < 1 \) GeV\(^2\), the uncertainties for both \( G_{E_p} \) and \( G_{M_p} \) are only a few percent, and one finds that \( G_{M_p}/\mu_p G_D \simeq G_{E_p}/G_D \simeq 1 \). For \( G_{E_p} \) above \( Q^2 = 1 \) GeV\(^2\), the large uncertainties and the scatter in results between different experiments, as seen in Fig. 1, illustrate the difficulties in obtaining \( G_{E_p} \) by the Rosenbluth separation method. In contrast, the uncertainties for \( G_{M_p} \) obtained from cross-section data with the assumption \( G_{E_p} = G_{M_p}/\mu_p \), remain small up to \( Q^2 = 31.2 \) GeV\(^2\) [17]. In Eq. (2), the \( G_{M_p} \) part of the cross section, which is about \( \mu_p^2 \) times larger than the \( G_{E_p} \) part, is also multiplied by \( \tau \); therefore, as \( Q^2 \) increases, the cross section becomes dominated by the \( G_{M_p} \) term, making the extraction of \( G_{E_p} \) more difficult by the Rosenbluth separation method.

\[ \text{FIG. 1. World data prior to 1998 for } G_{E_p}/G_D \text{ and } G_{M_p}/\mu_p G_D \text{ vs } Q^2. \text{ Key to sources: } \text{Litt et al.} \text{[11]a, Berge et al.} \text{[12] } \Box, \text{Price et al.} \text{[13]} \bullet, \text{Bartel et al.} \text{[14]}, \text{Walker et al.} \text{[15]} \bullet, \text{Andivahis et al.} \text{[16]} \checkmark, \text{and Sill et al.} \text{[17]} \triangle. \]

### B. Polarization transfer method

The proton form factor ratio \( G_{E_p}/G_{M_p} \) can be obtained from polarization observables of the \( \bar{e}p \rightarrow \bar{e}p \) or \( \bar{e}p \rightarrow e\bar{p} \) reaction, the recoil proton polarization transfer coefficients or the beam-target polarization asymmetry, respectively. Both reactions contain an interference term proportional to \( G_{E_p}G_{M_p} \); hence polarization experiments are able to obtain the electric form factor \( G_{E_p} \) even when it is very small.

For one-photon exchange in the \( \bar{e}p \rightarrow e\bar{p} \) reaction, the scattering of longitudinally polarized electrons results in a transfer of polarization to the recoil proton with only two nonzero components: \( P_t \) perpendicular to and \( Pt \) parallel to the proton momentum in the scattering plane. For 100% longitudinally polarized electrons, the polarizations are [18–21]

\[
\begin{align*}
I_0 P_e &= 0, \\
I_0 P_t &= -2 \sqrt{\tau(1 + \tau)} G_{E_p} G_{M_p} \tan \theta_e / 2, \\
I_0 P_{t\ell} &= \frac{1}{M_p} (E_{\text{beam}} + E_e) \sqrt{\tau(1 + \tau)} G_{M_p} \tan \theta_e / 2.
\end{align*}
\]

where \( I_0 \) is proportional to the unpolarized cross section and is given by

\[
I_0 = G_{E_p}^2 + \frac{\tau}{\epsilon} G_{M_p}^2.
\]

Equations (4) and (5) show that \( I_0 P_t \) and \( I_0 P_{t\ell} \) are proportional to \( G_{E_p} G_{M_p} \) and \( G_{M_p}^2 \), respectively. Together these equations give

\[
G_{E_p} \frac{G_{M_p}}{G_D} = - \frac{P_t (E_{\text{beam}} + E_e)}{2 M_p} \frac{\tan \theta_e / 2}{\tan \theta_e / 2}.
\]

If only the polarization components \( P_t \) and \( P_{t\ell} \) are measured, as was the case in this experiment, then from Eqs. (4) and (5) the form factors \( G_{E_p} \) and \( G_{M_p} \) cannot be obtained separately, only their ratio can be determined. To obtain \( G_{E_p} \) and \( G_{M_p} \) separately, \( I_0 \) in Eq. (6) must be obtained from cross-section measurements.

The ratio \( G_{E_p}/G_{M_p} \) is obtained from a single measurement of the two recoil polarization components \( P_t \) and \( P_{t\ell} \) in a polarimeter, whereas the Rosenbluth method requires at least two cross-section measurements made at different energy and angle combinations at the same \( Q^2 \).

The recoil polarization method was first used in electron scattering experiments to obtain the neutron form factors in the \( ^2\text{He}(e,e')n \) reaction [22] and to measure the form factor ratio \( G_{E_p}/G_{M_p} \) in \( \bar{e}p \rightarrow e\bar{p} \) for the free proton [23,24], as well as in the \( ^2\text{H}(e,e'\bar{n})n \) reaction for the proton in the deuteron at small \( Q^2 \) values [25].

For completeness, we mention here that a small normal component \( P_{n\text{\scriptsize{\textit{pol}}}} \) is induced by a two-photon exchange mechanism, independent of beam polarization. The observables \( P_t \) and \( P_{t\ell} \) of this experiment are entirely due to polarization transfer, and the analysis method described in this paper allows complete separation of helicity-dependent and helicity-independent polarization components.

In this paper, we present the \( G_{E_p}/G_{M_p} \) ratios, primary results from this experiment, obtained at Jefferson Lab using the recoil polarization method described here. The experimental
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setup, in particular, the focal plane polarimeter (FPP), is described in Sec. II. The data analysis is presented in Sec. III; this section also includes a discussion of the FPP calibration, and the secondary results of the experiment, which are independent measurements of analyzing powers at 10 proton energies between 0.244 and 1.795 GeV. Section IV includes the main results of the experiment: the $G_{E_p}/G_{M_p}$ ratios at $0.5 \leq Q^2 \leq 3.5$ GeV$^2$, and an analysis of systematic uncertainties. A discussion of theoretical calculations as compared to the data is in Sec. V, and conclusions are presented in Sec. VI.

II. THE EXPERIMENT

The combination of high energy, current, polarization, and duty factor, unique to the Continuous Electron Beam Accelerator Facility (CEBAF) of the Thomas Jefferson National Accelerator Facility, makes it possible to investigate the internal structure of the nucleon with higher precision than ever before. In this experiment, we measured the polarization transferred to the recoil proton, with a longitudinally polarized electron beam scattered by an unpolarized hydrogen target.

The experiment was performed in Hall A at JLab. The longitudinal and transverse polarizations of the outgoing proton were measured for the $e^+e^- \rightarrow e^+e^-$ reaction, in a range of $Q^2$ from 0.5 to 3.5 GeV$^2$. The beam energy ranged from 0.934 to 4.091 GeV. For the five highest $Q^2$ data points, a bulk GaAs photocathode excited by circularly polarized laser light produced beams with polarization of $\sim 0.39$ and currents up to $\sim 115 \mu$A; the sign of the beam helicity was changed at the rate of 30 Hz. For the lower $Q^2$ data points, a strained GaAs crystal was used and typical polarizations of $\sim 0.6$ were achieved with currents between 5 and 15 $\mu$A; the sign of the beam helicity was changed at the rate of 1 Hz. The beam polarization was measured periodically with a Mott polarimeter in the injection line, and a Möller polarimeter [26] in Hall A [27].

The Hall A Möller polarimeter uses magnetized ferromagnetic superendure foils as a polarized electron target. The scattered electrons are detected in coincidence in the Möller spectrometer, which contains a plastic scintillator and four blocks of lead glass. The Möller spectrometer consists of three quadrupoles and a dipole magnet to bend scattered electrons toward the detector. The detector contains two identical modules for coincidence measurements; each module consists of a plastic scintillator and four blocks of lead glass. The Möller scattering cross section, $\sigma$, depends on the beam and the Möller target polarizations, $P_{t;i}$ and $P_{targ;i}$, respectively, $\sigma \propto [1 + \sum_{i=X,Y,Z} (A_{ii} P_{t;i} P_{targ;i})]$, where $i = X, Y, Z$ defines the projections of polarization. The analyzing power $A_{ii}$ depends on the scattering angle $\theta_{CM}$ and has its maximum at $\theta_{CM} = 90^\circ$. Statistical uncertainty varies between 0.2% and 0.8% for each measurement. Total relative uncertainty of the beam polarization measurement is $\leq 3\%$ when systematic and statistical uncertainties are combined. In this experiment, the beam helicity cancels in the ratio $P_t/P_e$; though strictly speaking measurement of the beam polarization is not needed, it was measured periodically to ensure that the beam was polarized and also to allow FPP calibration as explained in Sec. III D.

The beam current was monitored continuously during the experiment using resonant (RF) cavities. The beam current monitor (BCM) in Hall A consists of an Unser [28] monitor sandwiched between two RF cavities. The Unser monitor provides an absolute measurement of the current; the RF cavities are calibrated periodically relative to the Unser monitor. Both components are enclosed in a box to shield them from stray magnetic fields and for temperature stabilization.

Beam position and direction at the target were determined from two beam position monitors (BPM) located at a distance of 7.524 and 1.286 m upstream of the target position during this experiment. Each BPM is a cavity with a four-wire antenna with wires positioned at $\pm 45^\circ$ from the horizontal and vertical. The relative position of the beam on the target can be determined to about $100 \mu$m for currents above 1 $\mu$A by using the technique of difference-over-sum between the signals from the four antenna wires. To obtain the absolute position of the beam, the BPMs are calibrated with respect to wire scanners located close to each of the BPMs at 7.353 and 1.122 m from the target. The wire scanners are surveyed with respect to the hall coordinates. The beam position is recorded for every event.

The cryogenic target contained three loops. Each loop included one 15 cm and one 4 cm aluminum cell; each cells had a diameter of 6.35 cm. The sidewall thickness of each cell was 178 $\mu$m, and entrance and exit window thicknesses were 71 and 102 $\mu$m, respectively. As this experiment required only a liquid hydrogen target, only loop 3 was used; the other two loops were filled with helium gas at 0.12 MPa to save cooling power. The nominal temperature and pressure for the liquid hydrogen target during the experiment were 19 K and 0.17 MPa, respectively. The target density decreased by about 5% [29] at an incident beam current of 120 $\mu$A compared to its density at 10 $\mu$A (measured in an earlier experiment). The target assembly was housed inside a scattering chamber.

The scattering chamber in Hall A is divided into three sections. The vacuum in all three sections is maintained at a level of 0.13 mPa. The bottom section is fixed to the Hall A pivot, and the top part of the scattering chamber contains the target’s cryogenic plumbing. The middle section of the chamber has an inner diameter of 103.7 cm, a wall thickness of 5 cm of aluminum and a height of 91 cm. The entrance and exit beam pipes are connected to this section. The scattered particles go through aluminum exit windows 18 cm high and 406 $\mu$m thick to the entrances of two high-resolution spectrometers (HRSs).

To reduce heat deposition in a very small area of the target from an intense electron beam and to minimize corresponding target density changes, the beam is rastered before it strikes the target. The fast rastering system is located 23 m upstream of the target. The rastering system contains two sets of magnets, one to deflect the beam vertically, and the other to deflect it horizontally. The magnetic field varies sinusoidally at 17.7 kHz in the vertical direction and 25.3 kHz in the horizontal direction. The typical rastered beam spot size at the target is $\approx 3.5 \times 3.5$ mm$^2$.

A box located at the entrance window of each spectrometer can contain three movable collimators. The upper collimator is a stainless steel 5 mm thick sieve slit; it is used to study the
Elastic ep events were selected by detecting scattered electrons and the recoiling protons in coincidence, using the two identical HRSs of Hall A. Each spectrometer consists of three quadrupoles and one dipole. The configuration is QDDnQ, two quadrupoles followed by an indexed dipole (n = −1.25) and a quadrupole. Both spectrometers are designed for point-to-point focusing in the dispersive, and mixed focusing in the nondispersive direction. The front quadrupole Q1 has a magnetic length of 0.941 m and an inner radius of 0.15 m, and it is focusing in the dispersive direction. The quadrupoles Q2 and Q3 provide focusing in the nondispersive direction, and they both have an inner radius of 0.30 m and a magnetic length of 1.82 m. All three are superconducting, cos(2φ) quadrupoles with an outside cylindrical magnetic field return iron yoke. The quadrupole fields are monitored using Hall probes and Gauss meters.

The dipole in the HRS has a superconducting coil and warm iron configuration with shaped pole faces and field gradient to help focus in the dispersive direction; its magnetic field deflects the particles in a vertical plane by 45°. The bending radius of the dipole is 8.40 m with a central gap of 0.25 m and an effective length of 6.6 m. The nominal maximum central trajectory momentum is 4 GeV/c, the momentum resolution is of the order of 10⁻⁴, and the momentum acceptance is ±5%. The field in the dipole is monitored and regulated by an NMR probe; it is stable at the 10⁻⁵ level.

The focal plane detector assembly for each spectrometer is enclosed in a metal and concrete shield house to reduce the background radiation. Both detector systems contain two vertical drift chambers (VDCs) and scintillator arrays called S1 and S2. In addition, the electron detector system contains a gas Cerenkov detector and lead-glass arrays used as preshower detectors; the hadron detector package contains an aerogel Cerenkov, a gas Cerenkov, and the focal plane polarimeter. The assembly of the hadron arm detectors is shown in Fig. 2. In this experiment, only the VDCs and S1 and S2 detectors were used on the electron side; and the VDCs, S1, S2, and the FPP, on the hadron side.

The two VDCs, installed close to the focal plane of each HRS, give precise reconstruction of positions and angles. The central ray of the spectrometer passes through the center of each VDC at 45° to the vertical. The two VDCs are separated by 33.5 cm. The active area of each is 211.8 × 28.8 cm² with two wire planes at 45° to the dispersive direction and perpendicular to each other. All VDCs are operated at a high voltage of 4 kV, and the gas mixture used in these chambers is 62% argon and 38% ethane. The position resolution of each plane is ≈100 μm.

In both HRS detector systems, there are six scintillator paddles in plane S1 and six in S2. Each paddle is seen by one photomultiplier at each end. The paddles in both planes are oriented such that they are perpendicular to the spectrometer’s central ray. The distance between the two planes is 1.933 m on the electron side and 1.854 m on the hadron side. The active area of the S1 plane is 170 × 36 cm²; and of the S2 plane, 212 × 60 cm². The thickness of each paddle in both planes is 0.5 cm. The scintillator paddles of both planes overlap by 0.5 cm to achieve complete coverage of the focal plane area.

The trigger for both spectrometers is similar and is formed from a coincidence between the signal from two scintillator planes, S1 and S2. The first requirement is to form a coincidence between the left and right signals from each paddle in the S1 and S2 planes. The time resolution per plane is about 0.3 ns (1σ). These coincidence signals are fed into a memory lookup unit (MLU) which is programmed to form a second trigger, called “S-Ray” (trigger T1 for electron HRS and trigger T3 for hadron HRS), by requiring that the paddles that fired in the S1 and S2 planes belong to an allowed hit pattern. The allowed hit pattern requires that if paddle |N| is fired in the S1 plane, then in the S2 scintillator plane a signal must come from paddle |N − 1| or |N| or |N + 1| or the overlap between two of those. Each spectrometer also has a “loose” trigger (for electron HRS, trigger T2, and for hadron HRS, trigger T4); for the electron HRS it is formed by requiring that signals from two out of three detectors be present, S1-plane, S2-plane and the Cerenkov detector; and for the hadron HRS the loose trigger requires signals from just S1-plane and S2-plane. These loose triggers are used to obtain detector efficiencies. Finally, the S-ray trigger signals T1 and T3 form the “coincidence” trigger T5 for the experiment. These five different triggers, T1 to T5, are sent to the trigger supervisor (TS) and are also counted by scalers.

The TS was designed and built by the CEBAF online data acquisition (CODA) group. The functions of the TS include interfacing between the hardware trigger electronics and the computer data acquisition system, producing a computer busy signal that is used to calculate the computer dead time, and prescaling the trigger inputs T1 to T5.

The data acquisition system was entirely developed at JLab by the CODA group [30]. In this experiment, CODA was running on a single Hewlett-Packard (HP9000) computer. The two main tasks of CODA are to transmit information from the
detectors to the computer via read out controllers (ROCs) and to build events by collecting data from all the ROCs. The data are stored temporarily on a hard disk for on-line analysis to monitor the experiment and then transferred to tapes in the JLab mass storage system to be used later for final off-line analysis.

A. Focal plane polarimeter

Polarization experiments have become increasingly important in the study of nuclear reactions. Focal plane polarimeters were standard equipment at intermediate-energy proton accelerators, such as LAMPF [31], TRIUMF [32], SATURNE [33], and PSI [34]. Experiments at these facilities have demonstrated the sensitivity of spin observables to small amplitudes. Similar considerations have more recently led to the development of polarimeters for use at electron accelerators, such as the MIT-Bates laboratory [35] and the Mainz Microtron [36].

The FPP in Hall A at JLab was designed, built, installed, and calibrated by a collaboration of Rutgers University, the College of William and Mary, Norfolk State University, the University of Georgia, and the University of Regina [37].

1. Physical description of focal plane polarimeter

The FPP is a part of the hadron detector package of the Hall A high-resolution spectrometer. As shown in Fig. 2, the polarimeter is downstream from the focal plane VDCs; it is oriented along the mean particle direction in the focal plane area, at 45° to the vertical. It consists of two front detectors to track incident protons, followed by a carbon analyzer and two rear detectors to track scattered particles.

The four tracking detectors of the FPP are drift chambers made of straw tubes; the straw tube design is based on the one used for the EVA detector at Brookhaven National Laboratory [38]. The four drift chambers contain a total of 24 planes of straw tubes. Twelve of these are in the two front chambers, CH1 and CH2, where they are oriented along the x and y directions at +45° and −45° relative to the spectrometer dispersive direction x; each chamber has the configuration \( \mu \nu \mu \nu \mu \). In the back chambers, CH3 and CH4, the configuration is \( \mu \nu \nu \nu \mu \nu \nu \) and \( \mu \nu \mu \nu \nu \mu \nu \), respectively, where x indicates that the x coordinate is measured, and the straws are oriented along the y direction.

The individual straws are thin-walled Mylar tubes containing the anode wire at their center and the gas mixture. They are made by wrapping together, with a heat setting glue, an inner 10 \( \mu \)m thick aluminum foil and two 50 \( \mu \)m thick Mylar foils around a mandrel. The inner diameter of the straw is 10.44 mm. The ground connection to outside is made with silver epoxy to a brass ferrule inserted at both ends. As shown in Fig. 3, a delrin feedthrough inserted in the ferrule provides gas feed and exhaust and a positioning hole for a brass slit pin, into which the high-voltage anode wire is soldered under prescribed stress to ensure that the gravitational sagging and electrostatic deflection of the wire are small. The anode is a gold-plated 25 \( \mu \)m diameter tungsten-rhenium wire.

The two front chambers are identical and contain 1008 straw tubes each. In these two chambers, the straw tubes are precisely spaced by inserting their ends into aluminum blocks in which holes of diameter 10.75 mm have been drilled with 10.95 mm spacing center to center. Each block has three layers of such holes separated vertically by 9.5 mm and shifted by half a hole separation, providing a very tight packing. Each block accommodates 16 straws in each of the 3 layers, for a total of 48. The spacing between the straws of each plane are maintained with Mylar shims glued every 30 cm along the length. The active area for the front chambers is 60 \( \times \) 209 cm². The nominal distance between the two front chambers is 120 cm center to center; the intervening space was occupied during this experiment by the 100 cm gas Cerenkov detector: although not used in this experiment, it contributed an additional 3 mrad to the multiple scattering at the lowest proton energy.

The two back chambers contain a total of 3102 straws. Each chamber contains six planes of straws, with the successive layers of straws glued together using precision guiding plates and pins to ensure accurate positioning, and is protected by 0.36 mm thick carbon fiber panels at the top and the bottom. Both chambers are positioned on a 1.9 cm thick and 31.5 cm wide plastic honeycomb, aluminum-faced composite, which also provides a mounting surface for gas, high-voltage distribution, and readout boards. Chambers CH3 and CH4 have active areas of 124 \( \times \) 272 and 142 \( \times \) 295 cm², respectively. The distance between these two chambers is fixed and equal to 58.0 cm, center to center.

The gas mixture used in the FPP chambers is 62% argon and 38% ethane by volume. The straw chambers are operated at a high voltage of 1875 V. The drift velocity of electrons for this gas mixture at this voltage is about 50 \( \mu \)m/ns over almost the entire volume of the tube. The efficiency of an individual straw tube for single track events is greater than 97% after correction for the small gap between them.

The analyzer consists of five sets of graphite plates with different thicknesses. Each set is made of two halves that can be moved separately on left and right. The plates are beveled at an angle of 45° so that the two halves overlap when closed. The plates have thicknesses of 1.9, 3.8, 7.6, 15.2, and 22.9 cm and they are separated by \( \sim \)1.6 cm. The ability to vary the thickness of the analyzer is necessary to optimize the efficiency while maintaining the Coulomb multiple scattering angle within acceptable limits. The carbon thicknesses used in this experiment at different proton energies are given in Table I.

The main contribution to small-angle multiple Coulomb scattering originates in the analyzer, with additional contributions from the scattering in the S2 paddles, the straw tubes in the two front chambers, and the air between them. Table I gives typical multiple scattering angles for the relevant kinematics of this experiment. As Coulomb scattering is largely spin
TABLE I. Multiple scattering for the 10 proton kinetic energies. $T_{\text{inc}}$ is the incident proton kinetic energy, $C_\text{thick}$ the analyzer thickness and $\vartheta_\text{rms}$ the root mean square Coulomb scattering angle in FPP chambers (fpp), in the analyzer (C), and added quadratically (total).

<table>
<thead>
<tr>
<th>$T_{\text{inc}}$ (GeV)</th>
<th>$C_\text{thick}$ (cm)</th>
<th>$\vartheta_\text{rms}^{\text{fpp}}$ (mrad)</th>
<th>$\vartheta_\text{rms}^{\text{C}}$ (mrad)</th>
<th>$\vartheta_\text{rms}^{\text{total}}$ (mrad)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.267</td>
<td>7.62</td>
<td>6.9</td>
<td>16.0</td>
<td>17.8</td>
</tr>
<tr>
<td>0.426</td>
<td>22.86</td>
<td>5.9</td>
<td>20.8</td>
<td>21.6</td>
</tr>
<tr>
<td>0.639</td>
<td>41.91</td>
<td>3.8</td>
<td>18.1</td>
<td>18.5</td>
</tr>
<tr>
<td>0.799</td>
<td>41.91</td>
<td>3.1</td>
<td>16.1</td>
<td>16.4</td>
</tr>
<tr>
<td>0.959</td>
<td>49.53</td>
<td>2.8</td>
<td>14.8</td>
<td>15.1</td>
</tr>
<tr>
<td>1.014</td>
<td>49.53</td>
<td>2.7</td>
<td>13.1</td>
<td>13.4</td>
</tr>
<tr>
<td>1.156</td>
<td>49.53</td>
<td>2.3</td>
<td>11.6</td>
<td>11.8</td>
</tr>
<tr>
<td>1.333</td>
<td>49.53</td>
<td>2.1</td>
<td>10.4</td>
<td>10.6</td>
</tr>
<tr>
<td>1.599</td>
<td>49.53</td>
<td>1.8</td>
<td>9.3</td>
<td>9.5</td>
</tr>
<tr>
<td>1.865</td>
<td>49.53</td>
<td>1.6</td>
<td>9.8</td>
<td>10.8</td>
</tr>
</tbody>
</table>

The data were analyzed with the standard Hall A analysis program ES-PAC [39]. The output from ES-PAC includes histograms, two-dimensional plots, and multidimensional arrays (ntuples), which are used in further analysis to obtain quantities of interest, the $G_{Ep}/G_{Mp}$ ratio, and the analyzing power $A_y$. The kinematic settings of this experiment, the cuts applied in ES-PAC, the selection of elastic events, the reconstruction of tracks in the FPP chambers, and the cuts on FPP variables are described in Sec. III A. A description of the azimuthal event distribution and asymmetry after scattering in the carbon analyzer and spin transport through magnetic elements of the hadron HRS, is given in Sec. III B. The methods to calculate the $G_{Ep}/G_{Mp}$ ratio are described in Sec. III C, and Sec. III D describes the FPP calibration.

TABLE II. Output pulse widths for the eight channels of the multiplexing circuitry on the chamber readout cards.

<table>
<thead>
<tr>
<th>Channel</th>
<th>Width (ns)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>25</td>
</tr>
<tr>
<td>2</td>
<td>45</td>
</tr>
<tr>
<td>3</td>
<td>35</td>
</tr>
<tr>
<td>4</td>
<td>55</td>
</tr>
<tr>
<td>5</td>
<td>85–90</td>
</tr>
<tr>
<td>6</td>
<td>65</td>
</tr>
<tr>
<td>7</td>
<td>100–105</td>
</tr>
<tr>
<td>8</td>
<td>75</td>
</tr>
</tbody>
</table>

III. DATA ANALYSIS

The data were analyzed with the standard Hall A analysis program called ES-PAC [39]. The output from ES-PAC includes histograms, two-dimensional plots, and multidimensional arrays (ntuples), which are used in further analysis to obtain quantities of interest, the $G_{Ep}/G_{Mp}$ ratio, and the analyzing power $A_y$. The kinematic settings of this experiment, the cuts applied in ES-PAC, the selection of elastic events, the reconstruction of tracks in the FPP chambers, and the cuts on FPP variables are described in Sec. III A. A description of the azimuthal event distribution and asymmetry after scattering in the carbon analyzer and spin transport through magnetic elements of the hadron HRS, is given in Sec. III B. The methods to calculate the $G_{Ep}/G_{Mp}$ ratio are described in Sec. III C, and Sec. III D describes the FPP calibration.

A. Kinematic settings and selection of good events

This experiment was performed at 10 different values of $Q^2$: these $Q^2$ values as well as other useful kinematical quantities are given in Table III.

The Hall A analysis program ES-PAC calculates the position and angle at the focal plane, $x^{fp}, y^{fp}, \theta^{fp}, \phi^{fp}$, for each event from the raw VDC data. The position, angles, and momentum of tracks in the FPP chambers, and the cuts on FPP variables are described in Sec. III A. A description of the azimuthal event distribution and asymmetry after scattering in the carbon analyzer and spin transport through magnetic elements of the hadron HRS, is given in Sec. III B. The methods to calculate the $G_{Ep}/G_{Mp}$ ratio are described in Sec. III C, and Sec. III D describes the FPP calibration.

TABLE III. Beam energies and spectrometer settings of the experiment. $E_{\text{beam}}$ is the beam energy; $Q^2$ is the four-momentum transferred square; $p_{x,c}, p_{y,c}$, and $\theta_{x,c}, \theta_{y,c}$ are central values of momentum and angle for the spectrometers detecting electrons and protons, respectively.

<table>
<thead>
<tr>
<th>$E_{\text{beam}}$ (GeV)</th>
<th>$Q^2$ (GeV$^2$)</th>
<th>$p_{x,c}$ (GeV/c)</th>
<th>$p_{y,c}$ (GeV/c)</th>
<th>$\theta_{x,c}$ (deg)</th>
<th>$\theta_{y,c}$ (deg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.934</td>
<td>0.50</td>
<td>0.675</td>
<td>52.59</td>
<td>0.756</td>
<td>45.28</td>
</tr>
<tr>
<td>0.934</td>
<td>0.80</td>
<td>0.516</td>
<td>79.81</td>
<td>0.991</td>
<td>30.84</td>
</tr>
<tr>
<td>1.821</td>
<td>1.20</td>
<td>1.193</td>
<td>43.45</td>
<td>1.268</td>
<td>40.36</td>
</tr>
<tr>
<td>3.592</td>
<td>1.50</td>
<td>2.815</td>
<td>22.11</td>
<td>1.463</td>
<td>46.52</td>
</tr>
<tr>
<td>3.592</td>
<td>1.80</td>
<td>2.656</td>
<td>25.01</td>
<td>1.649</td>
<td>42.92</td>
</tr>
<tr>
<td>4.087</td>
<td>1.90</td>
<td>3.093</td>
<td>22.28</td>
<td>1.712</td>
<td>43.35</td>
</tr>
<tr>
<td>4.087</td>
<td>2.17</td>
<td>2.950</td>
<td>24.40</td>
<td>1.872</td>
<td>40.68</td>
</tr>
<tr>
<td>4.091</td>
<td>2.50</td>
<td>2.774</td>
<td>27.08</td>
<td>2.068</td>
<td>37.68</td>
</tr>
<tr>
<td>4.091</td>
<td>3.00</td>
<td>2.507</td>
<td>31.29</td>
<td>2.357</td>
<td>33.59</td>
</tr>
<tr>
<td>4.087</td>
<td>3.50</td>
<td>2.241</td>
<td>35.90</td>
<td>2.642</td>
<td>29.87</td>
</tr>
</tbody>
</table>
for proton and electron at the target, \( y, \theta, \phi, \delta \), are then calculated using the HRS optics matrix; \( \delta \) is the relative momentum \( \delta = \frac{p - p_0}{p_0} \), with \( p \) and \( p_0 \) being the scattered particle’s momentum and the central momentum of the spectrometer, respectively.

The final optics matrix for each spectrometer was determined subsequent to this experiment using the procedure described in Ref. [40]. Figures 4 and 5 show a comparison between the distributions of the target variables \( y, \phi, \delta, \theta \) obtained from the data and those calculated using the Monte Carlo program MCEEP [41] for proton and electron, respectively at \( Q^2 \) of 3.5 GeV\(^2\). The MCEEP results are normalized by a factor of about 0.85; agreement between the data and the MCEEP results is good.

The experimental event rates for each \( Q^2 \) and the one calculated with MCEEP are given in the Table IV. The actual event rates are always lower than the MCEEP rates by about 15%, indicating that there is no significant background. The large difference seen between the MCEEP and experimental event rate at \( Q^2 \) of 0.8 GeV\(^2\) is due to a physical aperture cutting acceptance for the open collimator in the electron arm. Table IV also includes the total number of good events, average current, computer dead time, and average beam polarization value for each \( Q^2 \) value.

Selection of elastic \( ep \) events was accomplished by implementing a correlated cut on the missing energy \( E_m \) and missing momentum \( P_m \). Due to the kinematic constraints of \( ep \) elastic scattering, no further cuts were needed to remove background events. The missing energy \( E_m \) is defined as

\[
E_m = E_{\text{beam}} + M_p - (E_e + E_p),
\]  

where \( E_p \) is the scattered proton energy, and \( M_p \) is the mass of the proton. From conservation of momentum the missing momentum \( P_m \) is defined as

\[
P_m = \sqrt{p_e^2 + p_p^2 + p_m^2},
\]

\[
P_{m_x} = p_e \cdot \sin \theta_e - p_p \cdot \sin \theta_p,
\]

\[
P_{m_y} = p_e \cdot \sin \phi_e - p_p \cdot \sin \phi_p,
\]

\[
P_{m_z} = P_{\text{beam}} - (p_e \cdot \cos \theta_e + p_p \cdot \cos \theta_p),
\]

where \( p_e \) (\( p_p \)) is the scattered electron (proton) momentum, \( \theta_e (\theta_p) \) is the scattered electron (proton) Cartesian angle in the horizontal plane, and \( \phi_e (\phi_p) \) is the scattered electron (proton) Cartesian angle in the vertical plane. In Fig. 6, histograms of the missing energy \( E_m \) and missing momentum \( P_m \) are shown. There is a peak at \( E_m = 0 \) and a peak at about \( P_m = 10 \text{ MeV}/c \). The peak in the \( P_m \) histogram is not centered at zero because \( P_m \) is defined positive, and it has a larger width due to the finite angular resolution in both the transverse (\( \pm 2.0 \text{ mrad} \)) and dispersive (\( \pm 6.0 \text{ mrad} \)) directions. A radiative tail is seen in the \( E_m \) histogram up to about 125 MeV. The tail seen in the \( P_m \) histogram includes the radiative tail as well as events that are multiple scattered in windows.

In Hall A, two methods of measuring the beam energy are now available, but at the time of this experiment neither was operational. The beam energy can be determined using...
the \( ep \) elastic kinematics, either from the measured scattering angles of the electron and proton or from Eq. (8) by forcing \( E_m = 0 \). Subsequent to this experiment, the beam energy was measured to a relative precision of about \( 1 \times 10^{-3} \) and the central momentum of the spectrometer was determined to the same precision; using this central momentum of the spectrometer and Eq. (8), the beam energies were determined and are listed in Table III. Comparison to the beam energies determined from the scattering angles leads to the conservative conclusion that the beam energy was known with a relative precision of \( 2 \times 10^{-3} \).

Once an event was identified as an elastic \( ep \) scattering, the next step was to search for a good track in the front and back FPP drift tube chambers. The analysis part for the FPP was incorporated in the main ESPACE program by the FPP group [37]; this part of the program reconstructs positions and angles, in the front and back FPP chambers, then calculates the polar and azimuthal scattering angles, \( \vartheta \) and \( \varphi \), respectively, and the position of the interaction point \( Z_{\text{FPP}} \) in the carbon analyzer. Tracking in the chambers is done separately in the \( u \) and \( v \) coordinates. Tracking starts with identifying clusters of hits in chambers CH1, CH2, CH3, and CH4. To determine a track for the front (back) chambers, there must be at least one hit in CH1 and CH2 (CH3 and CH4) and at least three hits total in the front (back) chambers. The efficiency for an individual straw to detect a proton is about 97%; the total number of hits in the front chambers is usually about five or six, and it is four or five for the rear chambers (as the \( x \) plane is not used). The total number of possible front (back) tracks is the number of clusters in CH1 (CH3) times the number of clusters in CH2 (CH4). The straws have cylindrical symmetry, so from a single hit it is impossible to distinguish if the proton passed to the left or right of the center wire (left/right ambiguity). For each possible track, a least-squares straight line fit is done for all possible combinations of left/right for each hit. Then, out of all possible tracks, the one with the smallest \( \chi^2 \) is selected as the good track. The only exception is when the track with the smallest \( \chi^2 \) has only three hits; then if there is another possible track with more hits, it is selected as the good track if its \( \chi^2 \) is reasonable.

The FPP chambers are aligned by using a software procedure. The carbon can be moved out to make a clear path between the front and back FPP chambers. Then the tracks in the front and back chambers are aligned to the tracks in the VDC so that the FPP has the same coordinate system as the VDC. This is done for each FPP chamber by adjusting the three positions, which are \( z \) (the distance from the VDC) and the zero of the \( u \) and \( v \) axes, and by adjusting the three angles of the FPP chamber (angles of the \( uv \) plane, the \( uz \) plane, and the \( vz \) plane). The actual alignment of the chambers was good, since in software the angles of the chambers are adjusted by less than a degree.

A good track in the front and back FPP chambers is required to determine the polar angle \( \vartheta \) and azimuthal angle \( \varphi \) of the scattered proton in the carbon analyzer. Next, we calculate
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FIG. 6. Histograms of the missing energy and momentum \( E_m \) and \( P_m \), respectively. The peaks at \( E_m = 0 \) and at about \( P_m = 10 \) MeV/c contain the elastic \( ep \) events. The peak in \( P_m \) has a larger width than that in \( E_m \) because of the finite angular resolution.

The table lists the experimental conditions for the experiments:

<table>
<thead>
<tr>
<th>( Q^2 ) (GeV(^2))</th>
<th>Expt. rate (Hz)</th>
<th>MCEEP rate (Hz)</th>
<th>Total no. of events</th>
<th>Average current (( \mu A ))</th>
<th>Dead time (%)</th>
<th>Average beam polarization</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.50</td>
<td>1050</td>
<td>1120</td>
<td>2.0 \times 10^6</td>
<td>4</td>
<td>21</td>
<td>0.560 \pm 0.030</td>
</tr>
<tr>
<td>0.80</td>
<td>250</td>
<td>420</td>
<td>4.6 \times 10^6</td>
<td>10</td>
<td>1</td>
<td>0.544 \pm 0.006</td>
</tr>
<tr>
<td>1.20</td>
<td>1100</td>
<td>1310</td>
<td>1.6 \times 10^7</td>
<td>24</td>
<td>14</td>
<td>0.497 \pm 0.012</td>
</tr>
<tr>
<td>1.50</td>
<td>420</td>
<td>480</td>
<td>9.2 \times 10^6</td>
<td>10</td>
<td>4</td>
<td>0.483 \pm 0.021</td>
</tr>
<tr>
<td>1.80</td>
<td>330</td>
<td>360</td>
<td>1.7 \times 10^7</td>
<td>13</td>
<td>3</td>
<td>0.611 \pm 0.020</td>
</tr>
<tr>
<td>1.90</td>
<td>1110</td>
<td>1160</td>
<td>5.6 \times 10^7</td>
<td>63</td>
<td>24</td>
<td>0.391 \pm 0.002</td>
</tr>
<tr>
<td>2.17</td>
<td>830</td>
<td>970</td>
<td>3.8 \times 10^7</td>
<td>78</td>
<td>20</td>
<td>0.385 \pm 0.002</td>
</tr>
<tr>
<td>2.50</td>
<td>540</td>
<td>650</td>
<td>5.6 \times 10^7</td>
<td>74</td>
<td>4</td>
<td>0.390 \pm 0.008</td>
</tr>
<tr>
<td>3.00</td>
<td>300</td>
<td>370</td>
<td>3.2 \times 10^7</td>
<td>88</td>
<td>1</td>
<td>0.395 \pm 0.002</td>
</tr>
<tr>
<td>3.50</td>
<td>140</td>
<td>160</td>
<td>2.0 \times 10^7</td>
<td>94</td>
<td>1</td>
<td>0.384 \pm 0.007</td>
</tr>
</tbody>
</table>


TABLE IV. Experimental conditions.
FIG. 7. Histogram of $Z_{fpp}$ for $Q^2 = 3.5$ GeV$^2$ with a total of 49.5 cm of carbon consisting of four successive blocks of carbon with thicknesses of 22.9, 15.2, 7.6, and 3.8 cm, indicated with different patterns.

the distance of closest approach between the tracks from the front and back chambers, and at what distance $Z_{fpp}$ from the VDC the closest approach occurred. In Fig. 7, $Z_{fpp}$ is plotted for $Q^2 = 3.5$ GeV$^2$. The total thickness of carbon is 49.5 cm; it consists of four successive blocks separated by $\sim 1.6$ cm, so one can see a peak for each block in Fig. 7. Chamber 3 is located at $Z_{fpp}$ of about 395 cm, as seen by the slight bump in Fig. 7 from scattering in this chamber. For a selection of good events, a cut is placed on $Z_{fpp}$ depending on the thickness of carbon used for the given proton momentum.

To reduce the false asymmetries, a cone test is applied for each event. An event passes the cone test when the track that hit the back chambers at the measured polar angle would have hit the chambers for any possible azimuthal angle. In Fig. 8, the polar angle $\theta$ is plotted versus $Z_{fpp}$ with the cone test applied. As expected, the range of accepted polar angles increases as the interaction point in the carbon is closer to the back chambers.

B. Azimuthal asymmetry, spin transport in HRS and extraction of $G_{Ep}/G_{Mp}$

1. Azimuthal asymmetry

Proton polarimeters are based on nuclear scattering from an analyzer material like carbon or polyethylene; the proton-nucleus spin-orbit interaction results in an azimuthal asymmetry in the scattering distribution which can be analyzed to obtain the proton polarization. The azimuthal angular distribution of the yield $I$ of scattered protons is

$$I(\varphi) = I_0[1 + A_y(\varphi) \vec{P}_{fpp} \cdot \hat{n}],$$

where $I_0$ is the unpolarized yield, $\vec{P}_{fpp}$ is the proton polarization vector at the FPP, and $\hat{n}$ is a unit vector normal to the scattering plane defined as $\hat{n} = \hat{k} \times \hat{k}' / |\hat{k} \times \hat{k}'|$, with $\hat{k}$ and $\hat{k}'$, the unit vectors in the direction of the incident and scattered proton, respectively; $A_y(\varphi)$ is the carbon analyzing power.

Figure 9 shows a noncentral proton trajectory through the polarimeter chambers and analyzer; $\theta$ is the polar scattering angle, and $\varphi$ is the azimuthal scattering angle defined relative to the transverse direction in the polarimeter coordinate system.

The detection probability for a proton scattered by the analyzer with polar angle $\theta$ and azimuthal angle $\varphi$ is given by

$$f^{\pm}(\theta, \varphi) = \frac{e(\theta, \varphi)}{2\pi} \left[ 1 \pm A_y(P_{fpp}^t \sin \varphi - P_{fpp}^n \cos \varphi) \right]$$

FIG. 8. $Z_{fpp}$ vs the polar angle $\theta$ with the cone test applied.

FIG. 9. Principle of the polarimeter, showing a noncentral trajectory through the front chambers, scattering in the analyzer, and a track through the back chambers; $\theta$ is the polar angle, and $\varphi$ is the azimuthal angle from the $y$ direction counterclockwise.
where ± refers to the sign of the beam helicity, and \( P^T_{\ell_{\text{FPP}}} \) and \( P^N_{\ell_{\text{FPP}}} \) are transverse and normal polarization components in the reaction plane at the analyzer, respectively; \( P^T_{\ell_{\text{FPP}}} \) is not measured because it does not result in an asymmetry as seen in Eq. (13). In Eq. (14) the helicity-independent polarization has been omitted because the polarization from two-photon exchange contributions to elastic scattering is expected to be negligible. Here \( \epsilon(\vartheta, \phi) \) is an instrumental asymmetry that describes nonuniformities in detector response that might result from misalignments of the FPP chambers or from inhomogeneities in detector efficiency. The nonuniformity of \( \epsilon(\vartheta, \phi) \) depends upon the population of events on the detectors, which in turn is determined by the choice of kinematics. However, recognizing that the detector response is helicity independent and that nonuniformities are limited to a few percent, we may approximate Eq. (14) by

\[
f^\pm(\vartheta, \phi) \approx \frac{1}{2\pi} [\epsilon(\vartheta, \phi) \pm A_i (P^T_{\ell_{\text{FPP}}} \sin \varphi - P^N_{\ell_{\text{FPP}}} \cos \varphi)],
\]

and obtain

\[
\epsilon(\vartheta, \phi) \approx \pi [f^+(\vartheta, \phi) + f^-(\vartheta, \phi)].
\]

The instrumental asymmetry can then be described well by the Fourier expansion

\[
\epsilon(\vartheta, \phi) = a_0(\vartheta) + a_1(\vartheta) \cos \varphi + a_2(\vartheta) \cos 2\varphi + \beta_1(\vartheta) \sin \varphi + \beta_2(\vartheta) \sin 2\varphi + \cdots.
\]

The angular dependence of the probability distribution \( f^\pm \) is approximated by the normalized yields,

\[
Y_i^\pm = \frac{1}{\Delta \varphi \ N_i^\pm} \frac{N_i^\pm}{N_i^\pm + \eta(\vartheta)},
\]

where the index \( i \) refers to a bin in \( \varphi \), \( \Delta \varphi \) is the width of the bin, \( N_i^\pm \) is the number of events in bin \( i \), \( N_i^\pm \) is the number of protons with specified helicity incident upon the FPP, and \( \eta(\vartheta) \) is the differential efficiency of the analyzing reaction, defined as the ratio of the number of protons scattered at angle \( \vartheta \) with a good track in rear chambers over the number of incident protons with an acceptable track in the front chambers. It is also useful to define sum and difference histograms as

\[
D_i = (Y_i^+ - Y_i^-)/2,
\]

\[
E_i = (Y_i^+ + Y_i^-)/2,
\]

whose expectation values, according to Eqs. (15) and (16), are given by

\[
\langle D_i \rangle = \frac{1}{2\pi} [A_i (P^T_{\ell_{\text{FPP}}} \sin \varphi_i - P^N_{\ell_{\text{FPP}}} \cos \varphi_i)],
\]

\[
\langle E_i \rangle = \frac{\epsilon_i}{2\pi},
\]

to lowest order in \( \epsilon \). Thus, \( E_i \) is sensitive to the transverse and normal components of the polarization at the FPP.

Figures 10 and 12 show the normalized yields and the sum and difference spectra for \( Q^2 = 0.8 \) and \( 3.5 \) GeV\(^2\), respectively. Figures 11 and 13 show the efficiency spectra for the same \( Q^2 \) settings binned with respect to polar angle.

Note that the widths of the scattering-angle bins were chosen to give approximately equal statistics.

The first panel in Figs. 10 and 12 shows helicity-dependent normalized yields. In an ideal polarimeter, these distributions would exhibit reflection symmetry about unity, but instrumental asymmetries perturb that ideal pattern, especially for the larger \( Q^2 \) where the physics asymmetry is smaller. The second panel in each of these figures shows instrumental asymmetries at the level of several percent. Figures 11 and 13 show these instrumental asymmetries divided into bins of the scattering angle \( \vartheta \). The smooth instrumental asymmetry seen in Fig. 11 is clearly dominated by the lowest two \( \vartheta \) bins, which are sensitive to chamber misalignment. This effect is stronger for the lowest \( Q^2 \) data. The experiment was performed in two periods separated by about six weeks with the five lower \( Q^2 \) points taken in the second period.
no alignment data were taken at that time, and the data show that the chambers must have been slightly misaligned in the intervening time. Nevertheless, the final results are not affected by this misalignment because it is helicity independent and therefore cancels when the difference between the two helicity states is calculated. The efficiency spectrum for $Q^2 = 3.5 \text{ GeV}^2$ contains higher frequency components arising primarily from large scattering angles, as shown in the bottom panel of Fig. 13, that arise from edge effects. These effects do not affect the final results either because they are also helicity independent. Furthermore, omission of the large $\vartheta$ bin simply increases the statistical uncertainty in recoil polarization by about 5% (relative) without altering the reported results.

The third panel in Figs. 10 and 12 shows normalized yields corrected for instrumental asymmetry, namely $Y^\pm / E_i$. These spectra show the reflection symmetry expected for an ideal polarimeter. Finally, the bottom panel of these figures shows the asymmetry spectra together with sinusoidal fits in Fig. 12 that can be described by

$$D_i = D_0 \cos (\varphi + \delta),$$

where the phase shift $\delta$ would be proportional to $\mu_1 G_{Ep}/G_{Mp}$ in an ideal spectrometer. For the final analysis, spin precession in the spectrometer was handled event by event using the procedures to be described in subsequent sections. For the present purposes, it is sufficient to observe that pure sinusoids fit the difference spectra with reduced $\chi^2$ better than unity, showing that the instrumental asymmetries have been eliminated. Therefore, analysis of the difference spectrum is insensitive to instrumental asymmetry.

To demonstrate helicity independence at the focal plane, we show the ratio of helicity plus to minus events at $Q^2$ of 3.5 GeV$^2$ for variables $x_{fp}, y_{fp}, \theta_{fp}$, and $\phi_{fp}$ in Fig. 14; the ratio is equal to 1 within statistical uncertainty (note the expanded y scale) and is constant for each of the four focal plane variables, thus indicating that there is no helicity dependence.
between \( N_{\text{m}}^+ \) and \( N_{\text{m}}^- \) events in the focal plane of the hadron spectrometer.

2. Spin transport in HRS

The proton spin precesses as it travels from the target to the focal plane through the magnetic elements of the HRS as shown in Fig. 15; therefore, the polarization components at the target and at the FPP are different. The hadron HRS in Hall A consists of three quadrupoles and one dipole with shaped entrance and exit edges, as well as a radial field gradient.

The primary precession angle \( \chi_0 \) in Fig. 15 is defined as the difference between the spin and the trajectory rotation angles in the dispersive direction and can be expressed as

\[
\chi_0 = \gamma (\mu_p - 1)(\theta_B + \theta - \theta^B),
\]

where \( \gamma = E_p/M_p, \mu_p \) is the proton magnetic moment, and \( (\theta_B + \theta - \theta^B) \) is the bending angle in the dipole for a given event; \( \theta^B \) is the angle at focal plane, \( \theta \) is the angle at the target, and \( \theta_B = 45^\circ \) for the central trajectory in the HRS. As shown in Fig. 15, in first approximation for the homogeneous dipole field, the transverse polarization component \( P_t \) is parallel to the field and does not precess; the longitudinal polarization component is perpendicular to the field and precesses with an angle \( \chi_0 \).

For the HRS, the polarization vectors at the polarimeter \( \vec{P}_{\text{fpp}} \) are related to those at the target, \( \vec{h} \vec{P} \), where \( \vec{P} \) is the polarization as given by Eqs. (3)–(5), through a three-dimensional rotation.

FIG. 14. \( N_{\text{m}}^+ / N_{\text{m}}^- \) at \( Q^2 \) of 3.5 GeV \(^2\); the ratio is close to 1 and constant for each of the four focal plane variables, thus indicating that there is no helicity dependence of \( N^+ \) and \( N^- \) events in the focal plane.

FIG. 15. Precession of the polarization component \( P_t \) in the dipole of the HRS by an angle \( \chi_0 \).
where $h$ is the electron beam helicity, understood here to be the value of the longitudinal beam polarization component at the target, described with sign and magnitude. Each one of the nine matrix elements depends upon a particle’s trajectory in the spectrometer, and therefore upon the four reconstructed kinematical variables $y$, $\phi$, $\delta$, and $\theta$ of the recoil proton at the target. In the case of elastic $ep$ scattering, there is no helicity-dependent polarization component $P_n$ at the target in the single-photon exchange approximation; however, the helicity-independent component $P_{n}\ind$ may be induced because of the two-photon exchange mechanism, but this component is very small. The two polarization transfer components $P_{fpp}^\ind$ and $P_{f}^\ind$ in Eq. (14) for each event are then given by [42]

$$
P_{n}\ind = S_{nt} h P_t + S_{nt} h P_t,
$$

$$
P_{f}^\ind = S_{it} h P_t + S_{it} h P_t. (25)
$$

With the assumption that there is only a dipole with homogeneous field in front of the FPP, then $S_{tt} = 1$, $S_{nt} = \sin \chi_\theta$, and $S_{lt} = S_{nt} = 0$, and Eq. (24) simplifies to

$$
P_{n}\ind = h P_t \quad \text{and} \quad P_{f}^\ind = h P_t \sin \chi_\theta. (26)
$$

However, the homogeneous dipole model is not appropriate for the HRS, as it does not account for the precession in the nondispersive direction due to quadrupoles, fringe fields, and radial field gradient in the dipole.

A better approximation is to calculate the spin matrix elements $S_{ij}$ from the bend angles in the spectrometer with less restrictive assumptions about the magnetic field configuration: (i) the longitudinal component of the magnetic field with respect to the particle trajectory can be neglected, and (ii) the trajectory angles in the dipole change linearly along the path length [43]. The $S_{ij}$ elements under these assumptions are

$$
S_{nt} = -\sin \chi_\theta \sin \chi_\phi \cos \chi_\phi + O(\chi_\phi \times \chi_\phi),
$$

$$
S_{nt} = \sin \chi_\phi \cos \chi_\phi,
$$

$$
S_{lt} = \cos \chi_\phi \cos \chi_\phi,
$$

$$
S_{it} = \sin \chi_\phi,
$$

where the angles

$$
\chi_\phi = \gamma (\mu_p - 1) \left[ -(\phi - \phi_0^0) + (\phi_0 - \phi_0^0)(1 - \cos \chi_\theta) \right],
$$

$$
\chi_\phi' = \gamma (\mu_p - 1) \left[ -(\phi - \phi_0^0) \sin \chi_\theta + \Delta \phi_0 \left( \frac{2(1 - \cos \chi_\theta)}{\chi_\theta} - \sin \chi_\theta \right) \right],
$$

represent the precession in the nondispersive direction. Here $\phi - \phi_0^0$ is the corresponding trajectory total bending angle, $\phi_0^d$ is the mean angle in the dipole, and $\Delta \phi_0^d$ is half of the bending angle in the dipole in the nondispersive plane. In first order, the latter two angles depend only on the nondispersive target coordinate and angle

$$
\phi^d = (\phi_0^d|y) y + (\phi_0^d|\phi) \phi.
$$

The parameters $(\phi_0^d|y), (\phi_0^d|\phi), (\Delta \phi_0^d|y)$, and $(\Delta \phi_0^d|\phi)$ are the couplings to the nondispersive coordinate and angle at the target and cannot be measured directly; however, they can be fitted and obtained from the data without using any spectrometer model. An analysis in [43] also shows that for the HRS, because of the relatively small angular acceptance and weak fringe field effects, both of which are sources of the longitudinal field component, assumption (i) above is fulfilled with good accuracy. Comparison with the full COSY calculation described below shows that assumption (ii) is also a good approximation (see Sec. IV C).

The results presented here were obtained with spin matrix elements $S_{ij}$ calculated using a model of the HRS with quadrupoles, fringe fields, and the radial field gradient in the dipole, for each tuning of the spectrometer and event by event with the differential-algebra-based transport code COSY [44]. For a given central momentum, the output of the COSY code is a table of the expansion coefficients $C_{ij}^{\text{spin}}$ of the rotation matrix. The matrix elements are calculated for each event using the $x$, $\theta$, $y$, $\phi$, and $\delta$ coordinates of the individual protons at the target with the form

$$
S_{ij} = \sum_{k,l,m,n,p} C_{ij}^{\text{spin}} \chi^k \chi^l \chi^m \chi^n \delta^p. (30)
$$

The contribution to the systematic uncertainty from the model parameters will be discussed in Sec. IV C.

C. Extraction of ratio $G_{Ep}/G_{Mp}$

Results of this experiment published previously [45] were obtained using the analysis method of Ref. [42]; we will call this the “old method.” The data presented here result from a complete reanalysis following a “new method”. In the Appendix, both methods are described in some detail.

In both methods, the FPP data were analyzed in bins of polar scattering angle $\theta$, such that statistics are approximately the same in all bins. The analyzing power $A_\theta$, appearing in formulas in the Appendix and in this section is an average analyzing power in each $\theta$ bin. The ratio $G_{Ep}/G_{Mp}$ was extracted for each bin and the ratio for a given $Q^2$ is the average over all $\theta$ bins.

With the old method, one calculates first the average asymmetries at the focal plane and then transports them to the target using the average spin matrix elements, as discussed in the Appendix. Assuming that the detector efficiency $\epsilon(\phi)$ is a constant and because the azimuthal scattering angle $\phi$ in the analyzer is independent of the target quantities $x$, $\theta$, $y$, $\phi$, and $\delta$, Eqs. (A7) and (A8) from the Appendix can be written
simply as
\[
\begin{align*}
A_{\gamma}P_{\gamma}^{pp} & = hA_{\gamma}P_{\gamma}\overline{S_{nt}} + hA_{\gamma}P_{\gamma}\overline{S_{nt}}, \\
A_{\gamma}P_{\gamma}^{pp} & = hA_{\gamma}P_{\gamma}\overline{S}_{tt} + hA_{\gamma}P_{\gamma}\overline{S}_{tt},
\end{align*}
\]

where \( A_{\gamma}P_{\gamma}^{pp} \) and \( A_{\gamma}P_{\gamma}^{pp} \) are the effective asymmetries measured at the focal plane, and \( \overline{S_{ij}} \) are the mean values of the spin matrix elements; they are averages over the kinematical acceptance of the experiment. These linear equations must be inverted to obtain the target polarization asymmetries \( hA_{\gamma}P_{\gamma} \) and \( hA_{\gamma}P_{\gamma} \), which requires the determinant of the averaged spin transfer coefficients,

\[
\left| \begin{array}{cc}
S_{nt} & S_{nt} \\
S_{tt} & S_{tt}
\end{array} \right| .
\]

(32)

When the precession angle \( \chi_{\theta} \) is close to 180°, the determinant is close to zero as the matrix element \( S_{nt} = \sin \chi_{\theta} \cos \chi_{\theta} \), and the spin transfer coefficients, \( S_{nt} \) and \( S_{tt} \), are very small; hence the calculation of the polarization components at the target is less accurate; this occurs for \( Q^2 \) of 1.8, 1.9, 2.5 GeV2 and more so for \( Q^2 \) of 2.17 GeV2.

To overcome the difficulty associated with \( \chi_{\theta} \) near 180°, a new method was developed to analyze the data; this method calculates the mean values of the asymmetries at the target rather than at the focal plane, as described in the Appendix. Assuming, again for simplicity, that the efficiency \( \epsilon(\phi) \) is constant, the determinant for the set of equations (A11) and (A12) obtained with the new method in the Appendix is

\[
\left| \begin{array}{ccc}
S_{nt}S_{nt} + S_{tt}S_{tt} & S_{nt}S_{tt} + S_{tt}S_{nt} \\
S_{nt}S_{nt} + S_{tt}S_{tt} & S_{nt}S_{nt} + S_{tt}S_{tt}
\end{array} \right| .
\]

(33)

Now the determinant is nonzero even when \( S_{nt} = 0 \), because \( S_{nt}^2 \neq 0 \), even if \( \overline{\theta} \approx 180° \).

Both methods give very similar results, except for the region of \( \chi_{\theta} \approx 180° \), where the old method gives larger uncertainties and a slightly different result, but, it is still within the statistical uncertainty at the \( Q^2 \) of 1.8, 1.9, and 2.5 GeV2. The new method makes it possible to obtain a ratio value at \( Q^2 = 2.17 \) GeV2, which has \( \overline{\theta} = 180° \) for the central proton momentum.

The values of the two asymmetries at the target, \( hA_{\gamma}P_{\gamma} \) and \( hA_{\gamma}P_{\gamma} \), obtained as discussed above, can now be used to calculate \( G_{Ep}/G_{Mp} \) as

\[
\frac{G_{Ep}}{G_{Mp}} = -\frac{hA_{\gamma}P_{\gamma} (E_{beam} + E_e)}{hA_{\gamma}P_{\gamma} 2 M_p} \tan \frac{\theta_e}{2}.
\]

(34)

As can be seen from this equation, neither the beam polarization nor the polarimeter analyzing power need to be known to extract the ratio, which results in very small systematic uncertainties.

\section*{D. FPP calibration}

Elastic \( \vec{e}p \rightarrow e^p \) scattering provides a method to measure the analyzing power of the analyzer and therefore calibrate the FPP. Having obtained \( G_{Ep}/G_{Mp} \) in a given kinematics following the method described in Sec. III C, we can calculate the values of the polarization observables at the target from Eqs. (4) and (5) rewritten as

\[
P_t = -2\sqrt{\tau(1 + \tau)} \frac{(G_{Ep}/G_{Mp}) \tan \frac{\theta_e}{2}}{(G_{Ep}/G_{Mp} + \tau/\epsilon)}.
\]

(35)

\[
P_t = \frac{E_{beam} + E_e}{M_p} \sqrt{\tau(1 + \tau)} \frac{\tan \frac{\theta_e}{2}}{(G_{Ep}/G_{Mp} + \tau/\epsilon)}.
\]

(36)

These are values of \( P_t \) at the target, averaged over the acceptance of the detectors. The asymmetry values \( hA_{\gamma}P_{\gamma} \) and \( hA_{\gamma}P_{\gamma} \) obtained from Eqs. (A11) and (A12) in the Appendix are then used to obtain the analyzing power. For each proton energy, the average value of the beam helicity, \( h \) from Table V, was used to obtain the analyzing power \( A_{\gamma} \).

The important properties of the FPP are the analyzing power \( A_{\gamma}(\theta) \) and the efficiency of the analyzing reaction \( \eta(\theta) \). The analyzing power \( A_{\gamma}(\theta) \) is plotted as filled triangles in Fig. 16 versus the polar scattering angle \( \theta \) at the 10 proton energies of this experiment; for proton energies 0.879 and 0.934 GeV, the data have been placed in the same panel, as filled triangle and open triangle, respectively.

In each panel, the energy is that of the proton corrected for energy loss to half the thickness of the C analyzer given in Table V. For comparison with the world data, fits adapted to the actual thickness of the analyzer used in this experiment are shown. At the two lowest proton energies, the fits are from the calibration of Waters et al. [32], and in the next two they are from the calibration of Ransome et al. [31].
TABLE V. Averaged analyzing power $A_y$, integrated efficiency $\eta_{\text{int}}$, and figure of merit FOM for the 10 proton kinetic energies of the experiment $T_{p\text{analy}}$. The range of integration for all three quantities is $2.7^\circ < \vartheta < 50^\circ$. Both the statistical (stat.) and systematic (sys.) uncertainties for FOM are given.

<table>
<thead>
<tr>
<th>$T_{p\text{analy}}$ (GeV)</th>
<th>$A_y \pm \text{stat (cm)}$</th>
<th>$\eta_{\text{int}}$</th>
<th>FOM $\pm$ stat $\pm$ sys. $\times 10^{-2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.244</td>
<td>0.274 ± 0.006</td>
<td>0.115</td>
<td>1.32 ± 0.04 ± 0.08</td>
</tr>
<tr>
<td>0.375</td>
<td>0.223 ± 0.002</td>
<td>0.244</td>
<td>1.57 ± 0.02 ± 0.10</td>
</tr>
<tr>
<td>0.561</td>
<td>0.183 ± 0.002</td>
<td>0.298</td>
<td>1.13 ± 0.02 ± 0.07</td>
</tr>
<tr>
<td>0.715</td>
<td>0.195 ± 0.005</td>
<td>0.323</td>
<td>1.25 ± 0.05 ± 0.09</td>
</tr>
<tr>
<td>0.879</td>
<td>0.162 ± 0.004</td>
<td>0.358</td>
<td>0.98 ± 0.03 ± 0.09</td>
</tr>
<tr>
<td>0.934</td>
<td>0.156 ± 0.004</td>
<td>0.362</td>
<td>0.94 ± 0.03 ± 0.09</td>
</tr>
<tr>
<td>1.045</td>
<td>0.145 ± 0.008</td>
<td>0.382</td>
<td>0.83 ± 0.06 ± 0.05</td>
</tr>
<tr>
<td>1.258</td>
<td>0.124 ± 0.003</td>
<td>0.401</td>
<td>0.65 ± 0.02 ± 0.06</td>
</tr>
<tr>
<td>1.528</td>
<td>0.099 ± 0.002</td>
<td>0.425</td>
<td>0.50 ± 0.01 ± 0.04</td>
</tr>
<tr>
<td>1.795</td>
<td>0.080 ± 0.002</td>
<td>0.443</td>
<td>0.35 ± 0.01 ± 0.03</td>
</tr>
</tbody>
</table>

The efficiencies $\eta(\vartheta)$ for the 10 values of $Q^2$ are shown in Fig. 17. For the six panels with the larger energies, the $\vartheta$ dependence is very much the same, as expected, because the thickness of the C analyzer was a constant 49.53 cm (see Table I). A cut was applied to eliminate all data below $2.7^\circ$ and above $50.0^\circ$. The lower cut was defined by the Coulomb scattering and the resolution of the drift chambers; the upper cut was determined by the size of the FPP back chambers. We include events with smaller and larger scattering angles than in Ref. [33] because we used drift chambers instead of the multiwire proportional chambers used in the calibration of Bonin et al. and Cheung et al., and have therefore better position and angular resolution, and also we used larger rear chambers. The enhancement seen at small angles is indicative of Coulomb scattering events from protons without nuclear interaction and with scattering angles larger than $2.7^\circ$. Also as expected, the width of the forward peak is seen to decrease with increasing $T_p$.

Combining the $A_y(\vartheta)$ from Fig. 16 and $\eta(\vartheta)$ of Fig. 17 gives the differential figure of merit (FOM) $\eta(\vartheta)A_y^2(\vartheta)$. The FOM values allow a quick evaluation of the number of “good” incident protons required to obtain a given statistical uncertainty in the polarization components. The calibration data for analyzing power $A_y$, efficiency $\eta$, and FOM are given in Table V.

The statistical uncertainty in the results of this experiment is directly dependent on the analyzing power $A_y$ and the differential efficiency $\eta$ and can be written as

$$\Delta P_n^{\text{fpp}} = \sqrt{\frac{2}{\eta A_y^2(N_{\text{tot}})}}$$

where $N_{\text{tot}} = N_{\text{in}}^+ + N_{\text{in}}^-$ is the total number of incident protons on the analyzer.

IV. RESULTS AND DISCUSSION

A. Experimental results

Figure 18 shows the results for $\mu_p G_{E_p}/G_{M_p}$ from this experiment as filled circles and from all experiments that took place after 1970 as the same symbols used in Fig. 1. Our data points are shown with statistical uncertainties only; the
systematic uncertainties are indicated by the black polygon. The data are tabulated in Table VI, where statistical and systematic uncertainties, as well as $Q^2$ bin sizes, are given for each data point. The results from this experiment differ from those previously published [45] in three ways: the points at 1.77, 1.88, and 2.47 GeV$^2$ have moved slightly as a result of the new analysis method described in Sec. III C and the Appendix, a new point was obtained at $Q^2 = 2.13$ GeV$^2$, and the systematic uncertainties are two to three times smaller.

As seen in Fig. 18, the electric form factor data from the past 30 years or so can be described by the dipole form factor $G_E / G_M \approx 1$ considering the spread in the data from different experiments; however, the data from this experiment deviate significantly from the dipole form factor starting at $Q^2$ of 1 GeV$^2$. Note that the results from this experiment are in apparent good agreement with the earlier data of Refs. [12–14] which have much larger uncertainties; also considering the larger uncertainties, the SLAC data of Ref. [16] are compatible with our results up to about $Q^2$ of 2.5 GeV$^2$.

Several global analyses of the $\mu_p G_{Ep}/G_{Mp}$ ratio obtained by the Rosenbluth separation method have been done. We show in Fig. 19 three of these fits: the dotted line is the Bosted fit [46]. The solid and dashed lines are from a recent global fit by Arrington [47], including all existing data and a subset of the data, respectively. The subset of the data is a biased selection chosen to give the lowest possible ratio, and therefore it represents a lower limit for the ratio extracted from the cross-section data alone. All fits tend to be dominated by the more recent SLAC data. Only the $\mu_p G_{Ep}/G_{Mp}$ ratios obtained by recoil polarization are shown here; the data come from this paper, Ref. [48], the early data of Milbracht et al. [23], Pospischil et al. [24], and a collection of measurements made in various Hall A experiments and analyzed by Gayou et al. [49]. We conclude from the comparison between Rosenbluth and polarization data shown in Fig. 19 and from the further analysis done in Ref. [47], that the two methods give definitively different results; the difference cannot be bridged either by simple renormalization of the Rosenbluth data or by variation of the polarization data within the quoted statistical and systematic uncertainties.

The new results are the first high-precision measurements of $G_{Ep}/G_{Mp}$ above $Q^2 = 1.0$ GeV$^2$. The result for the ratio shows a systematic decrease as $Q^2$ increases from 0.5 to 3.5 GeV$^2$, which indicates that $G_{Ep}$ falls faster than $G_{Mp}$. In the nonrelativistic limit, this fact could be interpreted as indicating that the spatial distributions of charge and magnetization currents in the proton are definitely different.
circles are the results from COSY; the open triangles are the values obtained without taking into account the spin rotation due to the quadrupoles and to the field gradient and fringe field of the dipole. Also shown is the range of statistical uncertainty corresponding to the uncertainty in quadrupoles and to the field gradient and fringe field of the dipole.

Also shown in this figure are the values of $Q_2$ obtained in this experiment are shown versus $Q_2$ at the target, as a function of the four target variables $y, \phi, \delta$, and $\theta$, for $Q_2 = 3.5$ GeV$^2$. In each of the panels, the data are integrated over the full experimental acceptance for the other three variables; therefore, the statistics in each panel are not independent. The filled circles are the results obtained with full COSY calculation; the open triangles are the values obtained without taking into account the spin rotation due to the quadrupoles and to the field gradient and fringe field of the dipole. The scatter in the data (filled circles) for each variable is compatible with the statistical uncertainty on $P_t/P_\ell$, which are shown as the dashed lines below and above the average, as shown in the solid line; a constant value of $P_t/P_\ell$ over the acceptance of the spectrometer in each one of the four target variables demonstrates that the spin transport matrix elements are correct over the whole acceptance of the spectrometer, and indirectly, that the spectrometer model used in COSY is correct. The values of $P_t/P_\ell$ are given in Table VI.

The systematic decrease of $\mu_p G_{EP}/G_{MP}$ shown in Fig. 18 and given in Table VI can be traced to the observed absolute values of $P_t$ being systematically and increasingly smaller than the values calculated using the dipole form factor $G_D = (1 + Q^2/0.71)^{-2}$, and $G_{EP}/G_D$ and $G_{MP}/\mu_p G_D$. This is demonstrated in Fig. 21, where the values of $P_t$ at the target obtained in this experiment are shown versus $Q_2$ as solid circles. Also shown in this figure are the values of $P_t$ calculated from Eqs. (4) and (5) with dipole form factors as open triangles; open circles are $P_t^{\text{pp}}$ calculated from the data. It is seen from this figure that the additional polarization rotation introduced by the quadrupoles and by the fringe and indexed fields in the dipole is always small and tends to decrease the magnitude of $P_t^{\text{pp}}$ from its value at the target. The spin transport coefficient $S_{\ell t}$ in Eq. (31) is small but not zero; it would average to zero over a symmetric angular distribution of events in the HRS acceptance. However, the $Q^2$ dependence of the cross section results in more events at small scattering angle than large, and that results in a nonzero average value of $S_{\ell t}$, producing the small change of the observed transverse component at the target seen in Fig. 21. Noticeable is the abrupt bend for all three sets; this apparent discontinuity is the result of the choice of beam energies; the last five points were taken at constant beam energy, whereas the first five where taken with an increasing energy to optimize the experiment.

B. Nature of the data

To illustrate the stability of the polarization data presented in the previous section, we show in Fig. 20 the variation of the the polarization component ratio $P_y/P_t$ at the target, as a function of the four target variables $y, \phi, \delta$, and $\theta$, for $Q_2 = 3.5$ GeV$^2$. In each of the panels, the data are integrated over the full experimental acceptance for the other three variables; therefore, the statistics in each panel are not independent. The filled circles are the results obtained with full COSY calculation; the open triangles are the values obtained without taking into account the spin rotation due to the quadrupoles and to the field gradient and fringe field of the dipole. The scatter in the data (filled circles) for each variable is compatible with the statistical uncertainty on $P_y/P_t$, which are shown as the dashed lines below and above the average, as shown in the solid line; a constant value of $P_y/P_t$ over the acceptance of the spectrometer in each one of the four target variables demonstrates that the spin transport matrix elements are correct over the whole acceptance of the spectrometer, and indirectly, that the spectrometer model used in COSY is correct. The values of $P_y/P_t$ are given in Table VI.

The systematic decrease of $\mu_p G_{EP}/G_{MP}$ shown in Fig. 18 and given in Table VI can be traced to the observed absolute values of $P_t$ being systematically and increasingly smaller than the values calculated using the dipole form factor $G_D = (1 + Q^2/0.71)^{-2}$, and $G_{EP}/G_D$ and $G_{MP}/\mu_p G_D$. This is demonstrated in Fig. 21, where the values of $P_t$ at the target obtained in this experiment are shown versus $Q_2$ as solid circles. Also shown in this figure are the values of $P_t$ calculated from Eqs. (4) and (5) with dipole form factors as open triangles; open circles are $P_t^{\text{pp}}$ calculated from the data. It is seen from this figure that the additional polarization rotation introduced by the quadrupoles and by the fringe and indexed fields in the dipole is always small and tends to decrease the magnitude of $P_t^{\text{pp}}$ from its value at the target. The spin transport coefficient $S_{\ell t}$ in Eq. (31) is small but not zero; it would average to zero over a symmetric angular distribution of events in the HRS acceptance. However, the $Q^2$ dependence of the cross section results in more events at small scattering angle than large, and that results in a nonzero average value of $S_{\ell t}$, producing the small change of the observed transverse component at the target seen in Fig. 21. Noticeable is the abrupt bend for all three sets; this apparent discontinuity is the result of the choice of beam energies; the last five points were taken at constant beam energy, whereas the first five where taken with an increasing energy to optimize the experiment.

C. Discussion of systematic uncertainties

The two major sources of systematic uncertainties affecting the results of this experiment arise from the alignment and track reconstruction in the FPP, and from the spin transport in the magnetic elements of the HRS. In addition, from Eq. (34), there is a small contribution from the uncertainties in beam energy and the scattered electron’s angle and energy; for $Q^2 = 3.5$ GeV$^2$, the combined relative uncertainty is $3 \times 10^{-3}$.

In the FPP, the instrumental asymmetries cancel to first order when the difference of the azimuthal angular distribution is calculated for the two helicities as discussed in Sec. III B 1 and shown in Figs. 10 and 12; hence, these asymmetries do not contribute to the systematic uncertainties. No correction is necessary for dead time with a polarimeter of this kind, because
an event is defined in software by the tracks in the chambers, independently of the experimental trigger efficiency. The dead time is not helicity or polarization dependent as the rate of scattering are the same for the two helicities and independent of the polarization of the proton.

However, we estimate that uncertainties of the order of 2 mrad in the azimuthal angle, \( \phi \), contribute to the systematic uncertainties. This uncertainty in \( \phi \) is due to the alignment accuracy of the ESPACE coordinate system relative to the reaction coordinate system at the target; it is based on the accuracy with which the focal plane chambers were surveyed, and the accuracy with which the ESPACE BPMs were aligned relative to the focal plane chambers, as explained in Sec. III A.

The main contribution to the systematic uncertainties in the \( G_{Ep}/G_{Mp} \) ratio comes from the calculation of the spin precession in the spectrometer. The COSY model was optimized to give the same results as ESPACE when reconstructing the target variables \( \theta, \delta, \phi \) and \( y \) from the measured focal plane observables \( \theta^{fp}, \phi^{fp}, \) and \( y^{fp} \).

The ESPACE optics matrix elements are well known from several optical studies of the Hall A HRSs. The uncertainties in the ESPACE reconstruction procedure generate uncertainties in the COSY model and accordingly in the spin transport calculations. To estimate these systematics, one would have to vary the reconstructed target quantities and after each variation, reoptimize the COSY model and recalculate the spin transport matrix. The COSY optimization is not a unique procedure because one can achieve similar results by varying different model parameters. However, the geometrical approximation introduced in Sec. III B 2, given by Eq. (27), shows that the spin transfer coefficients depend mainly on the trajectory bending angles of Eq. (28) in the dispersive and nondispersive directions and much less on any other target or focal plane quantities separately, indicating that the details of the COSY parametrization are not important. This approximation, in which the matrix elements are calculated from the trajectory bend angles, represents the trivial part of the result.

![FIG. 22. \( \mu_p G_{Ep}/G_{Mp} \) vs \( Q^2 \) obtained with the COSY model (solid circles) compared with results obtained using the approximation given by Eq. (27) (open triangles).](image)

The large acceptance of the HRS in \( \chi_0 \) provides a map of the total bend angle in the dispersive and nondispersive directions. The deviation of \( \theta \) in the bending angles.

The value of the total bend angle in the dispersive direction cannot be measured directly; it was obtained from a measurement, using the fact that \( P_n^{fp} = 0 \) when \( \sin \chi_0 = 0 \). With the help of approximations given in Eq. (27), \( P_n^{fp} \) can be written as

\[
P_n^{fp} = \sin \chi_0 (-\sin \chi_0 \cos \chi_0 h P_t + \cos \chi_0 h P_t). \tag{38}
\]

The large acceptance of the HRS in \( \chi_0 \) provides a map of the total bend angle in the dispersive plane precession angle \( \chi_0 \) for \( Q^2 \) of 2.17 GeV\(^2\); also shown in this figure are the values of the matrix elements \( S_{nt} \) (multiplied by the average value of \( P_t \)) calculated with COSY. With a 45° bend angle in the HRS, the precession angle is \( \chi_0 = 180^\circ \) from Eq. (24), when the spectrometer is tuned to the central proton momentum of 1.875 GeV/c. This procedure allows an accurate and independent determination of the spectrometer bend angle. As demonstrated in this figure, the data crosses zero at 178.4° ± 0.7° instead of 180.0°. The deviation of 1.6° in precession angle results in a 7 mrad deviation of the dispersive bend angle (\( \theta_B + \theta - \theta^{fp} \)), using Eq. (24). A value

![FIG. 23. Normal polarization component at the FPP as a function of precession angle \( \chi_0 \). Open circles are data, dashed line is the fit to the data, and dots are values calculated with the COSY model. Zero crossing occurs at 178.4° instead of 180.0°.](image)
of 7 mrad was included as an uncertainty in the dispersive bend angle \((\theta_B + \theta^B)\).

From a dedicated optical measurement described in Ref. [50], the uncertainty in the bend angle in the nondispersive plane, \(\phi - \phi^p\), for the central trajectory was found to be 0.3 mrad. The uncertainties in the angles \(\phi^d\) and \(\Delta\phi^d\) given in Table VII were calculated by varying the couplings \((\phi^d|y)(\phi^d|\phi((\Delta\phi^d|\phi), and (\Delta\phi^d|y), as discussed in Ref. [43]. The individual uncertainties are given in Table VIII.

### D. Discussion of radiative corrections

No radiative corrections were applied to the results presented in this paper. External radiative effects are canceled by switching the beam helicity. The internal correction is due to hard photon emission, two-photon exchange, and higher-order contributions. A dedicated calculation of the radiative correction for single-photon emission has been done by Afanasev et al. [51]. Their calculation includes radiative corrections to asymmetries in elastic \(ep\) scattering for experiments in which events are selected on the basis of the hadronic variables only, i.e., the four-momentum transfer \(Q^2\) is calculated from \((p_2 - p_1)^2\), where \(p_2\) and \(p_1\) are the final and initial proton four-momentum, respectively, and not from the photon momentum, so that the integration over this photon momentum can be performed analytically. The correction to the polarization observables of the proton due to single-photon emission is of the order of a few percent, and the relative correction on the polarization ratio is no bigger than 1%. Current indications are that the contributions due to the other two processes mentioned above are at the same percentage level.

### V. Comparison to Theoretical Predictions

The fundamental understanding of the nucleon form factors in terms of QCD is one of the outstanding problems in nuclear physics. So far all theoretical models of the nucleon form factors are based on effective theories; they all rely on a comparison with existing data and their parameters are adjusted to fit the data. The much improved quality of the data from JLab has made a significant impact on theoretical models.

There are a number of different approaches to calculate nucleon form factors. Vector meson dominance (VMD) models [52–59] explain low to intermediate \(Q^2\) behavior of the form factors. Relativistic constituent quark models [60–69] work well in the \(Q^2\) range of this experiment. Other quark models that predict nucleon form factors in this intermediate \(Q^2\) range include the cloudy bag model [70], diquark model [71,72], and QCD sum rules [73]. The soliton model of Holzwarth [74] treats nucleons as extended objects like skyrmions and predicts nucleon form factors for the intermediate \(Q^2\) range. Perturbative QCD predicts form factor values for large \(Q^2\) [75–78]. In the VMD approach, the photon couples to the nucleon via vector mesons, whereas in QCD models the photon couples directly to the quarks. We discuss some of these calculations in more detail here and compare them with the new data.

### Table VII. Dominant contributions to the systematic uncertainty of \(\mu_G G_{Ep}/G_{Mp}\), which results from the variations in the quantities listed in the table. The total systematic uncertainties \(\Delta_{sys}\) given in Table VI are obtained from the values below in quadrature.

<table>
<thead>
<tr>
<th>(Q^2) (GeV(^2))</th>
<th>(\theta - \theta^p)</th>
<th>0.3 mrad</th>
<th>(\phi - \phi^p)</th>
<th>(\phi^d), (\Delta\phi^d) from Table VIII</th>
<th>(\phi^{ip})</th>
<th>2 mrad</th>
<th>(\Delta_{sys})</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.49</td>
<td>−0.004</td>
<td>0.001</td>
<td>0.001</td>
<td>0.004</td>
<td>0.004</td>
<td>0.06</td>
<td></td>
</tr>
<tr>
<td>0.79</td>
<td>−0.009</td>
<td>0.001</td>
<td>0.003</td>
<td>0.004</td>
<td>0.004</td>
<td>0.10</td>
<td></td>
</tr>
<tr>
<td>1.18</td>
<td>−0.017</td>
<td>0.002</td>
<td>0.004</td>
<td>0.003</td>
<td>0.003</td>
<td>0.18</td>
<td></td>
</tr>
<tr>
<td>1.48</td>
<td>−0.025</td>
<td>0.002</td>
<td>0.004</td>
<td>0.005</td>
<td>0.005</td>
<td>0.26</td>
<td></td>
</tr>
<tr>
<td>1.77</td>
<td>−0.034</td>
<td>0.002</td>
<td>0.006</td>
<td>0.002</td>
<td>0.002</td>
<td>0.35</td>
<td></td>
</tr>
<tr>
<td>1.88</td>
<td>−0.032</td>
<td>0.002</td>
<td>0.006</td>
<td>0.005</td>
<td>0.005</td>
<td>0.33</td>
<td></td>
</tr>
<tr>
<td>2.13</td>
<td>−0.032</td>
<td>0.003</td>
<td>0.009</td>
<td>0.006</td>
<td>0.006</td>
<td>0.34</td>
<td></td>
</tr>
<tr>
<td>2.47</td>
<td>0.030</td>
<td>0.003</td>
<td>0.010</td>
<td>0.009</td>
<td>0.009</td>
<td>0.33</td>
<td></td>
</tr>
<tr>
<td>2.97</td>
<td>0.018</td>
<td>0.004</td>
<td>0.009</td>
<td>0.003</td>
<td>0.003</td>
<td>0.21</td>
<td></td>
</tr>
<tr>
<td>3.47</td>
<td>0.009</td>
<td>0.005</td>
<td>0.010</td>
<td>0.001</td>
<td>0.001</td>
<td>0.14</td>
<td></td>
</tr>
</tbody>
</table>

### Table VIII. Composition of the contribution in column four of Table VII.

| \(Q^2\) (GeV\(^2\)) | \((\phi^d|\phi)\) | \((\phi^d|y)\) | \((\Delta\phi^d|\phi)\) | \((\Delta\phi^d|y)\) | Total |
|------------------|------------------|-----------|------------------|------------------|-------|
| 0.082            | 0.038 m\(^{-1}\) | 0.111     | 0.105 m\(^{-1}\) | 0.000            | 0.001 |
| 0.49             | 0.001            | 0.000     | −0.001           | 0.000            | 0.001 |
| 0.79             | 0.003            | 0.000     | −0.001           | 0.001            | 0.003 |
| 1.18             | 0.003            | 0.001     | −0.001           | 0.000            | 0.004 |
| 1.48             | 0.004            | 0.001     | −0.001           | 0.001            | 0.004 |
| 1.77             | 0.004            | 0.004     | 0.000            | 0.000            | 0.006 |
| 1.88             | 0.004            | 0.004     | 0.001            | 0.001            | 0.006 |
| 2.13             | 0.006            | 0.006     | 0.004            | 0.001            | 0.009 |
| 2.47             | 0.007            | 0.003     | 0.005            | 0.000            | 0.010 |
| 2.97             | 0.006            | 0.002     | 0.006            | 0.000            | 0.009 |
| 3.47             | 0.004            | 0.003     | 0.007            | 0.005            | 0.010 |
A. Vector meson dominance models

Early VMD model calculations of form factors included the \( \rho \) and its higher excited states for the isovector part, and the \( \omega \) and \( \phi \) for the isoscalar part. The number of mesons involved in the interaction and the coupling constants and masses of the mesons can be varied to fit the data.

In Fig. 24 the fits done in the 1970s by Iachello et al. [52] and Höhler et al. [53] are shown as the short dashed line and dot-dashed line, respectively. Their predictions come close to the data of this experiment, because the data available in the 1970s are compatible with the data from this experiment.

The VMD calculation of Gari and Krümpelmann [54] incorporated a pQCD constraint to extend the \( Q^2 \) range of the VMD description. Their fit to the data existing in 1985 is shown as a thin solid line in Fig. 24. A new fit was done by Gari and Krümpelmann after \( G_{Ep} \) was remeasured with smaller error bars in Ref. [15] for \( Q^2 = 1.0 \) and 3.0 GeV\(^2\); this fit is shown in Fig. 24 as a dotted line [54]. A large difference with the earlier fit is seen; the new data from JLab clearly favor the older fit.

The VMD model of Mergell et al. [55] is an expansion of the original work of Höhler et al. [53]. It includes the new data from Ref. [16] and a “super-convergence” condition to constrain the behavior of the form factors to the QCD predicted falloff at large \( Q^2 \). In this model, above \( Q^2 = 2.0 \) GeV\(^2\), the parameter which indicates the boundary between mesonic and quark degrees of freedom is sensitive to \( \mu_\rho G_{Ep}/G_{Mp} \) and should be tightly constrained by the new data. The result of their fit is shown by the dotted curve in Fig. 24. A recent re-examination of this model [56] using slightly modified parameters succeeds at reproducing recent neutron form factors from polarization experiments, but still fails by a factor of 2 to reproduce the \( G_{Ep}/G_{Mp} \) ratio from this work at \( Q^2 = 3.5 \) GeV\(^2\). Lomon [57] revisited the Gari and Krümpelmann [54] approach and fitted the form factor data including data from this experiment. This model includes the \( \rho, \omega, \) and \( \phi \) vector meson pole contribution and pQCD constraint. Lomon also incorporated the width of the \( \rho \) meson and higher mass vector meson exchanges based on the Höhler-Pietarinen [53] model. All four nucleon elastic form factors and the ratio \( \mu_\rho G_{Ep}/G_{Mp} \) from this experiment are fitted. The new fit for the ratio is shown in Fig. 24 as a thick solid curve. Likewise, in 2003 Iachello and collaborators reconsidered their 1973 work [52]; their model consists of a small structure besides the pion cloud described by VMD. They are now able to describe the neutron form factors better and still retain the original slope for \( G_{Ep}/G_{Mp} \) in the \( Q^2 \) range of this experiment, although now the ratio crosses zero at \( Q^2 > 10 \) GeV\(^2\) [58]; their new work includes a prediction of the nucleon form factors in the timelike domain [59].

B. Constituent quark models

In the constituent quark model, the nucleon consists of three constituent quarks, which are thought to be valence quarks dressed with gluons and quark-antiquark pairs that are much heavier than the QCD Lagrangian quarks. All other degrees of freedom are absorbed into the masses of these quarks. The early success of the nonrelativistic constituent quark model was in describing the spectrum of baryons and mesons with correct masses [79]. However, to describe the data presented here in terms of constituent quarks, it is necessary to include relativistic effects because the momentum transfers involved are up to 10 times larger than the constituent quark mass.

In the earliest study of the relativistic constituent quark models (RCQM), Chung and Coester [60] calculated electromagnetic nucleon form factors with Poincaré-covariant constituent quark models and investigated the effect of the constituent quark masses, the anomalous magnetic moment of the quarks, and the confinement scale parameter; the prediction is shown as a dotted line in Fig. 25.

Frank et al. [63] have calculated \( G_{Ep} \) and \( G_{Mp} \) in the light-front constituent quark model and predicted that \( G_{Ep} \) might change sign near 5.6 GeV\(^2\); this calculation used the light-front nucleonic wave function of Schlumpf [80]. The light-front dynamics can be seen as a Lorentz transformation to a frame boosted to the speed of light. Under such a transformation, the spins of the constituent quarks undergo Melosh rotations. These rotations, by mixing spin states, play an important role in the calculation of the form factors. The results of their calculation are shown as the thick solid line curve in Fig. 25.

Several calculations with the RCQM have been motivated by the data from this experiment [64–67]. Cardarelli et al. [64] calculated the ratio with light-front dynamics and investigated the effects of SU(6) symmetry breaking. They showed that the decrease in the ratio with increasing \( Q^2 \) is due to the relativistic effects generated by Melosh rotations of the constituent quark’s spin (short dot-dashed in Fig. 25). In Ref. [65], they pointed out that within the framework of the RCQM with the light-front formalism, an effective one-body electromagnetic current, with a proper choice of constituent quark form factors, can give a reasonable description of pion and nucleon form factors.
C. More theoretical models

The version of the cloudy bag model (CBM) used by Lu et al. [70] couples a pion field to the quarks inside a bag such that chiral symmetry is restored. This model is an improvement over the MIT bag model. In CBM, quarks are confined within a finite spherical well of radius $R$ of about 0.8 to 1 fm. The model wave function for a proton is the combined wave function of the individual quarks. As shown in Fig. 26, by the dashed-dot curve, the prediction is low compared to the data from this experiment, but this is a simplified version of the model. The authors suggest that one possible future development would be to include $\pi\pi$ interactions.

Predictions of the nucleon form factors were done by Kroll et al. [71] in a framework where the nucleon consists of quark and diquark constituents. The diquark has a finite size, and its composite nature is taken into account by form factors. This model describes the proton in terms of distribution amplitudes, and the photons and gluons couple to the diquark as in perturbative QCD; hence, in the limit of $Q^2 \to \infty$ the diquark picture becomes the hard scattering formalism of pQCD. The parameters of the model were determined by fits to the $ep$ cross sections above $Q^2 = 3.64$ GeV$^2$. Two sets of parameters gave equally good fits to the $ep$ cross sections, but differed markedly in their predictions for $G_{Ep}$ and the neutron form factors. The diquark-quark model is not expected to be applicable below $Q^2 = 3$ GeV$^2$. A recent prediction [81] from this model is shown in Fig. 26 as the medium dashed curve. Another study of the diquark model with connection to the generalized parton distribution is discussed in Ref. [82]. It describes the proton in the double distribution formalism, as a bound state of a residual quark and two quarks strongly coupled in the scalar and axial-vector diquark channel. The work is currently limited to the small $Q^2$ region ($<0.3$ GeV$^2$).

In Fig. 26, we also show the QCD sum rule based prediction of Radyushkin [73] (dot curve). This approach is based on the quark-hadron duality concept, which assumes that the characteristics of the free or almost free quarks in perturbation theory are close to the analogous characteristics of the hadronic

![FIG. 25. Comparison of constituent quark model calculations with the data of this experiment (solid circles) and from Ref. [48] (empty squares). The curves and their sources are dotted [60], thick solid [63], short dot-dashed [64], dot-dashed and dashed [65], short dashed [67], and thin solid [68].](image)

![FIG. 26. A selection of theoretical calculations compared to the data from this experiment (solid circles) and from Ref. [48] (empty squares). The curves and their sources are dot-dashed [70], short-dashed [81], and dashed and solid [74].](image)
squares, and from Ref. [16] as empty diamonds.

In the soliton model, Holzwarth [74] applies the relativistic corrections due to recoil and incorporates partial coupling to vector mesons. He uses the skyrmion as an extended object with one vector meson propagator and relativistic boost to the Breit frame. The result is shown in Fig. 26 as the dashed and solid curves, corresponding to two different strengths of the $\omega$-meson coupling strength $g_{\omega}$. This model describes the ratio very well over the $Q^2$ range of this experiment.

D. pQCD predictions

In the pQCD approach proposed by Brodsky and collaborators [75,76], the interaction is described as a convolution of a hard scattering amplitude and a baryon distribution amplitude. Up to leading order in $1/Q^2$, the magnetic form factor is proportional to $\alpha_s / Q^4$ times slowly varying logarithmic terms, because the momentum of the virtual photon absorbed by one quark must be shared with the two other quarks through the exchange of two gluons. In lowest order, the absorbed virtual photon cannot induce a quark helicity flip, and consequently, pQCD predicts a faster decrease of $F_2$ than of $F_1$ with increasing $Q^2$, by a factor $Q^{-2}$ [75]. The expectation is then that $Q^2 F_{2p}/F_{1p}$ should become constant at very high $Q^2$. In Fig. 27, the JLab data, together with data of Andivahis et al. [16], are shown as $Q^2 F_{2p}/F_{1p}$. The data from Ref. [16] show flattening above a $Q^2$ of 3 GeV$^2$. However, the data from this experiment do not show yet the specific pQCD $Q^2$ dependence.

Recently, there have been two revisions of the pQCD prediction for the large $Q^2$ behavior of $F_2$. In the first, Brodsky [77] argues that the pQCD motivated behavior of $F_2$ must contain an extra logarithmic term from higher twist contributions; the three free parameters $a$, $b$, and $c$ of the expression

$$\frac{F_{2p}}{F_{1p}} = \frac{1}{1 + (Q^2/c)\ln^b(1 + Q^2/a)}$$

were fitted in Ref. [77] to the data presented here augmented from the data of Ref. [48] with the result shown as a solid line in Fig. 27. In the second revision, Belitsky et al. [78] reiterate the fact that the spin of a massless (or very light) quark cannot be flipped by the virtual photon of the $ep$ reaction. For a quark to undergo spin-flip, it must be in a state of nonzero angular momentum with projection $|L_z| = 1$. As a result, the standard pQCD prediction for $F_{2p}$ (namely, $\propto Q^{-6}$) becomes modified by a logarithmic term such that

$$\frac{F_{2p}}{F_{1p}} = \frac{A}{\kappa_p Q^2} \ln^2 \left( \frac{Q^2}{\Lambda^2} \right),$$

where $A$ is a normalization constant, and $\Lambda$ is a cutoff constant required to suppress the infrared singularity generated by the very soft part of the quark wave function. Although the constant $A$ in the expression above is not determined, a fit to the data of this paper augmented by the data of [48] gives $\Lambda = 290$ MeV and $\Lambda = 0.175$. The soft physics scale of the nucleon is determined by $\Lambda$; its size is of order of the transverse quark momentum in the nucleon. This fit is shown as the dashed line in Fig. 27.

Polynomial fits to all four Sachs form factors by Kelly [83,84] indicate that the data from this experiment are compatible with an approach to the pQCD regime following dimensional scaling.

In Fig. 28, the JLab data plotted as $Q F_{2p}/F_{1p}$ show a remarkable flattening of the ratio starting at 1–2 GeV$^2$. Inspired by the results of this experiment, Ralston [85,86] revisited the calculation of the single-quark spin-flip amplitude responsible for the Pauli form factor in the framework of QCD and concluded that if quarks in the proton carry orbital angular momentum, then $F_{2p}/F_{1p}$ should behave like $1/(Q^2)$, rather than the well-known pQCD prediction of $1/(Q^2)$ (Ref. [75]).
E. Generalized parton distributions, lattice QCD, and form factors in the timelike region

Generalized parton distributions (GPDs) provide a framework to describe the process of emission and reabsorption of a quark in the nonperturbative region by a hadron in exclusive reactions; they are universal nonperturbative objects describing hard exclusive processes induced by photon and electrons or positrons. Precise measurements of elastic nucleon form factors provide stringent constraints on the parametrization of the GPDs. Early theoretical developments in GPDs indicated that measurements of the separated elastic form factors of the nucleon to high $Q^2$ may shed light on the problem of nucleon spin. The first moment of the GPDs taken in the forward limit yields, according to the angular momentum sum rule [88], a contribution to the nucleon spin from the quarks and gluons, including both the quark spin and orbital angular momentum. The $t$ dependence of the GPDs has been modeled using a factor corresponding to the relativistic Gaussian dependence of both Dirac [89] and Pauli [90] form factors of the proton. Extrapolation of these GPDs to $t = 0$ leads to the functions entering into the angular momentum sum rule, and an estimate of the contribution of the valence quarks to the proton spin can then be obtained. This approach was used by Afanasev [91] who, using the $G_{Ep}/G_{Mp}$ data of this experiment in the framework of GPDs, concluded that valence quarks contribute about 50% of the nucleon spin. When combined with inclusive deep inelastic scattering data from spin muon collaboration (SMC) [92], this result implies that about 25% of the proton spin comes from the orbital angular momentum of the valence quarks. In a recent development of these ideas, Guidal et al. [93] have shown that the difficulties encountered in the Gaussian parametrization used in earlier work could be surmounted with a Regge parametrization. In one version of their parametrization, these authors obtain excellent fits to all four nucleon form factors. In a different approach, Diehl et al. [94] use theoretically motivated parametrizations of the relevant GPDs in the very small and very large $x$ domains and interpolate by fitting the nucleon Dirac form factors $F_1^p$ and $F_1^n$. They derive the valence contribution to Ji’s sum rule [88]. In a related approach, Ji [95] has shown that the GPDs provide a classical visualization of the quark orbital motion.

There are also lattice QCD calculations predicting the contribution to the proton spin coming from angular momentum of the valence quarks. For example, Mathur et al. [96] calculated the quark orbital angular momentum of the proton from the quark energy-momentum tensor form factors on the lattice and found the total contribution to the proton spin from the quarks to be 60%, of which 35% originated from the orbital angular momentum and 25% from the spin of the quarks. Most recent calculations of the GPDs from quenched lattice QCD give $u$ and $d$ valence quark contributions to Ji’s sum rule comparable to the results in Ref. [93]. A quenched lattice QCD calculation by Ashley et al. [97] with extrapolation to the quark mass gives good agreement with $G_{Ep}$ up to $Q^2 = 1$ GeV$^2$; it may be a harbinger of the quality of future lattice calculations. In contrast with all the models discussed above, lattice QCD will ultimately predict form factors from first principles.

In a more general framework, the asymptotic behavior of both spacelike and timelike elastic form factors are connected. Application of the Piora–Lindelöf theorem [98] to the form factors shows that their asymptotic behavior must be the same, and that their ratio should go to 1 as $Q^2 \to \infty$. The existing timelike proton form factor data show that this condition is far from being satisfied at $Q^2 = 13$ GeV$^2$ as discussed by Tomasi-Gustafsson and Rekalo [99]. However, no form factor separation has been possible to this point; therefore, comparison of asymptotic behavior in the timelike and spacelike domains are currently limited by the database.

VI. CONCLUSIONS

We have presented the results of a measurement of the proton elastic form factor ratio $G_{Ep}/G_{Mp}$ obtained in a polarization transfer experiment at JLab. The ratio values decrease systematically with increasing four-momentum transfer squared $Q^2$, starting at about 1 GeV$^2$ and continuing up to

![FIG. 29. Charge and magnetization distribution obtained by [83] from the data of this experiment and Ref. [48].](image)
3.5 GeV$^2$. Comparing the new data with the database of all previous experiments, we conclude that the interpretation of the previous database, widely accepted in the literature, that the $G_{Ep}/G_{Mp}$ ratio is approximately constant up to 5 GeV$^2$, is no longer sustainable. As the discussion in this paper explains, the great strength of the polarization transfer method is the tight control of systematics it affords. Previous arguments about the difficulty to separate $G_{Ep}$ from cross-section data were based on the expectation that the ratio was essentially 1/$\mu_p^2$, but the polarization results indicate that already at 3.5 GeV$^2$ the ratio has decreased to 60\% of this expectation. The consequence is of course that at $Q^2$ larger than 3.5 GeV$^2$, the power of the polarization method will become even more obvious. A continuation of this experiment to larger $Q^2$, using the same technique and instrumentation, has recently been published [48]; it shows that the ratio continues to decrease, reaching a value of 0.27 at $Q^2 = 5.6$ GeV$^2$ (see Fig. 18).

There are new ratio results from two JLab experiments [100,101] obtained with the Rosenbluth separation method; these results agree with previous Rosenbluth results [11–13,15,16] and confirm the discrepancy between the ratios obtained with the Rosenbluth separation method and the recoil polarization method. The origin of this discrepancy is currently the subject of intense discussion. A likely explanation is the two-photon exchange process, which affects both cross-section and polarization transfer components at the level of a few percent. However, the two-photon exchange drastically affects the results from a Rosenbluth separation method, but modifies the ratio obtained with the polarization method by only a few percent. A new experiment at JLab [102] will investigate the two-photon effects in the near future.

Theoretical calculations of the proton electromagnetic form factors have a long history. The database is limited to 10 GeV$^2$ or less, for three of the four nucleon form factors, reaching 31.2 GeV$^2$ only for $G_{Mp}$. The basic physics of the interaction of the electromagnetic probe with the nucleon is in the difficult region of transition between pictures of the nucleon, as a small core surrounded by a meson cloud, and a system of three valence quarks accompanied by gluons and quark-antiquark pairs described by QCD. At the lower end of this $Q^2$ range, the assumption that the photon interacts predominantly via an intermediate vector meson has been very successful; recent reconsideration of this model provides a quantitative description of the data for all four form factors. Below $Q^2$ of 10 GeV$^2$, one must use nonperturbative QCD, and only QCD-based phenomenological models of the nucleon are available. The most successful QCD-based model is the relativistic constituent quark model, which describes the drop-off in the $G_{Ep}/G_{Mp}$ ratio observed in this experiment. At a very large but not quantitatively defined $Q^2$, a perturbative version of QCD (pQCD) pioneered by Brodsky and collaborators [75,76] should be valid. An important consequence of pQCD is hadron helicity conservation; in terms of the non-spin-flip and spin-flip form factors (Dirac and Pauli), pQCD has generally been understood to predict a faster decrease with $Q^2$ for $F_{2p}$ than $F_{1p}$, by a factor of 1/$Q^2$. The data presented here clearly show that the ratio $Q^2 F_{2p}/F_{1p}$ is still increasing monotonically up to 3.5 GeV$^2$. Recently, a careful reexamination of the pQCD prediction has led to the inclusion of a logarithmic factor and good agreement with the behavior of $F_{2p}/F_{1p}$ reported in this paper.
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**APPENDIX**

**A. Old method**

Using Eq. (14) we construct the asymmetry $f(\phi)$ and the efficiency function $E(\phi)$ as

$$f(\phi) = \frac{\epsilon(\phi)}{2\pi} \left[ A_{p} P_{1}^{fpp} \sin \phi - A_{n} P_{n}^{fpp} \cos \phi \right],$$

(A1)

$$E(\phi) = \frac{\epsilon(\phi)}{2\pi}.$$  

(A2)

In the next step, using Eq. (25) we replace $P_{1}^{fpp}$ and $P_{n}^{fpp}$ to obtain

$$f(\phi) = \frac{\epsilon(\phi)}{2\pi} \left[ h A_{p} P_{1} S_{\ell} \sin \phi + h A_{n} P_{1} S_{n} \sin \phi - h A_{p} P_{1} S_{nt} \cos \phi - h A_{n} P_{1} S_{nt} \cos \phi \right],$$

(A3)

$$E(\phi) = \frac{\epsilon(\phi)}{2\pi} \left[ h A_{p} P_{1} \lambda_{t}(\phi) - h A_{n} P_{1} \lambda_{t}(\phi) \right].$$

(A4)

where

$$\lambda_{t}(\phi) = S_{nt} \cos \phi + S_{nt} \sin \phi,$$

$$\lambda_{\ell}(\phi) = S_{nt} \cos \phi - S_{nt} \sin \phi.$$  

(A4)

The Fourier analyses of the asymmetry $f(\phi)$ leads to

$$\int_{0}^{2\pi} f(\phi) \cos \phi d\phi = h A_{p} P_{1} \int_{0}^{2\pi} E(\phi) \lambda_{t}(\phi) \cos \phi d\phi$$

$$- h A_{p} P_{1} \int_{0}^{2\pi} E(\phi) \lambda_{t}(\phi) \cos \phi d\phi,$$

(A5)
and
\[ \int_0^{2\pi} f(\varphi) \sin \varphi d\varphi = h A_x P_t \int_0^{2\pi} E(\varphi) \lambda_\ell(\varphi) \sin \varphi d\varphi \]
\[ - h A_y P_t \int_0^{2\pi} E(\varphi) \lambda_\ell(\varphi) \sin \varphi d\varphi. \]  
(A6)

To obtain polarization components at the target, the integrals above are approximated by corresponding sums over the observed events
\[ \sum_{\text{ev}} \pm \cos \varphi = h A_x P_t \sum_{\text{ev}} \lambda_\ell(\varphi) \cos \varphi \]
\[ - h A_y P_t \sum_{\text{ev}} \lambda_\ell(\varphi) \cos \varphi, \]  
\[ (A7) \]
\[ \sum_{\text{ev}} \pm \sin \varphi = h A_x P_t \sum_{\text{ev}} \lambda_\ell(\varphi) \sin \varphi - A_y P_t \sum_{\text{ev}} \lambda_\ell(\varphi) \sin \varphi. \]  
\[ (A8) \]

In the above event sums, the spin matrix elements \( S_{ij} \) that enter in \( \lambda_{\ell,i}(\varphi) \), and \( \varphi \) are different for each event; they are calculated event by event and they are functions of the target quantities \( x, y, \varphi \), and \( \delta \).

B. New method

In the new method, we multiply the asymmetry \( f(\varphi) \) in Eq. (A3) by \( \lambda_\ell(\varphi) \) and \( \lambda_\ell(\varphi) \), instead of multiplying it by \( \cos \varphi \) and \( \sin \varphi \) as in the old method, and integrate it over \( \varphi \) as shown below:
\[ \int_0^{2\pi} f(\varphi) \lambda_\ell(\varphi) d\varphi = h A_x P_t \int_0^{2\pi} E(\varphi) \lambda_\ell(\varphi) \lambda_\ell(\varphi) d\varphi \]
\[ - h A_y P_t \int_0^{2\pi} E(\varphi) \lambda_\ell(\varphi) \lambda_\ell(\varphi) d\varphi, \]  
\[ (A9) \]
and
\[ \int_0^{2\pi} f(\varphi) \lambda_\ell(\varphi) d\varphi = h A_x P_t \int_0^{2\pi} E(\varphi) \lambda_\ell^2(\varphi) d\varphi \]
\[ - h A_y P_t \int_0^{2\pi} E(\varphi) \lambda_\ell^2(\varphi) d\varphi. \]  
\[ (A10) \]

As in the old method, the polarization components at the target can then be obtained by replacing the integrals in Eqs. (A9) and (A10) with corresponding sums over the observed events,
\[ \sum_{\text{ev}} \pm \lambda_\ell(\varphi) = h A_x P_t \sum_{\text{ev}} \lambda_\ell(\varphi) \lambda_\ell(\varphi) \]
\[ - h A_y P_t \sum_{\text{ev}} \lambda_\ell^2(\varphi), \]  
\[ (A11) \]
and
\[ \sum_{\text{ev}} \pm \lambda_\ell(\varphi) = h A_x P_t \sum_{\text{ev}} \lambda_\ell^2(\varphi) \]
\[ - h A_y P_t \sum_{\text{ev}} \lambda_\ell^2(\varphi). \]  
\[ (A12) \]

This matrix equation gives the target quantities \( h A_x P_t \) and \( h A_y P_t \).
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