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ABSTRACT

What are the "driving forces" responsible for various physical properties of alloys? What causes alloy systems to order chemically and/or magnetically? To answer these questions, we have been using a quantum mechanical (QM) method to calculate cohesive energies, magnetic properties, and thermodynamic phase instability of alloys. This scheme directly incorporates the inherent disorder of the high-temperature solid solution and in this sense goes beyond traditional "band theory." Although approximations have been made at various steps in the thermodynamical averaging, and in the QM treatment of the electrons, adjustable parameters have not been used. Recently, for FCC NiFe (INVAR) alloys, we have calculated cohesive energies and magnetizations for several concentrations, including Ni-35%, and, also, the short-range ordering instabilities in the Ni-rich alloys to investigate the strong interplay between magnetism and concentration fluctuations. We describe the current picture of NiFe INVAR alloys that emerges from our calculations.
1. INTRODUCTION

When the states of magnetic and compositional order are strongly coupled in alloys, a number of physically interesting and technologically important phenomena arise. For example, when cooled in a magnetic field from high temperatures, nickel-rich Ni$_{c}$Fe$_{1-c}$ alloys chemically order preferentially along the magnetic field direction (1). Also, some alloys, such as Ni$_{0.35}$Fe$_{0.65}$, at room temperatures do not expand or contract with changes in temperature. This is the so-called INVAR (volume INVARIANT) effect, in which magnetism plays the all important role, as we shall see. In the early part of this century, this property of NiFe allowed the Swiss watch industry to prosper because their watches could keep proper time, independent of the temperature. This property of the alloy was deemed so important that a Nobel Prize was awarded to its discoverer, Guillaume. Even today the properties of INVAR alloys are technologically important; for example, these alloys have applications as components in nuclear reactor walls to reduce temperature-cycle fatigue, in gas turbine engines and in calibration equipment for temperature stability. It is interesting that even after 80 years the INVAR alloys are still not fully understood! Naturally then, the study of how compositional and magnetic fluctuations influence one another has been pursued vigorously for many years (2). However, progress has been hampered for the most part because it is difficult to construct a theory which incorporates both kinds of fluctuations on an equal basis and in quantitative detail. In this paper, as an illustration of a step towards such a theory, we investigate the effects of magnetic order on the tendency towards compositional order and the effects of compositional changes on the state of magnetism in the Ni$_{c}$Fe$_{1-c}$ INVAR alloys within a fully parameter-free, electronic framework.

That the study suggested above might be a fruitful enterprise follows from fairly simple considerations. When Fe is added to Ni, at high temperatures where they form a FCC solid solution, both the Curie temperature, $T_C$, and the average moment, $\mu$, per site rises with increasing iron concentration. Surprisingly, near $c = 0.75$, $T_C$ begins to decline while $\mu$ continues to increase until reaching the INVAR region ($c \approx 0.36$) where $\mu$ collapses. A plausible explanation for this unexpected behavior is that the magnetic interaction between local moments on the Fe sites is antiferromagnetic (AFM) and this destabilizes the ferromagnetic (FM) state once the number of nearest-neighbor Fe pairs is large enough. Simple, spin-only models based on this idea do reproduce the above experimental observations (3). [Roughly speaking, $T_C$ is proportional to the effective interactions between moments; thus, although the moments in a system may be increasing, their effective interactions and $T_C$ may increase (as it does in a FM) or decrease (as it can in an AFM).] Moreover, there is first-principles theoretical evidence that Fe on an FCC lattice, with a lattice parameter close to that of the Ni$_3$Fe alloy, would be antiferromagnetic (4). Such antiferromagnetic frustration is also predicted by Kakehashi (5) and Hasagawa (6) on the basis of simple, itinerant models. As we shall see, this is only part of the mystery, and, as is the case in good mysteries, there is always a twist. Nonetheless, taken at face value, the above physical picture implies a strong tendency towards chemical order in order to reduce the number of nearest-neighbor Fe pairs. Indeed, Ni$_{c}$Fe$_{1-c}$ orders into the L1$_2$ structure at $c \approx 0.75$ and into the L1$_0$ structure at $c \approx 0.50$.

In general, theoretical understanding of the physical properties of most technologically important alloys has evolved from an investigation of ordered elements and compounds. Yet, it is worth noting that most of these alloys, whether magnetic or not, exhibit some type of disorder, especially above room temperature. We have formulated a theory which addresses the most common form of disorder in metallic alloys, that of substitutional randomness. In contrast to amorphous alloys, random substitutional alloys (RSA) possess an underlying lattice of well-defined atomic positions; however, these lattice sites are occupied randomly by the various constituents, constrained only by the chemical composition of the alloy. We have reviewed this theory (7) and the progress that we have made in investigating the effects of disorder in alloys, the associated equilibrium properties, and possible ordering instabilities (short-range order) in non-magnetic alloys, etc. Moreover, we emphasized that the overall goal is to make progress with the more general problem of predicting the relative stability of different alloy phases and to design specialty alloys from computations as an economically feasible alternative to long hours in the laboratory. In this paper, a generalization of this theory which incorporates magnetism (8) is applied to Ni$_{c}$Fe$_{1-c}$ INVAR alloys. Our principle aim is to use reliable and parameter-free calculations to investigate the plausibility of the suggestion that the chemical order in these alloys is of magnetic origin and that the underlying
magnetic interactions change with Fe additions. Indeed, the current picture which emerges from our calculation suggests that magnetism plays the dominate role in a majority of the physical properties of INVAR alloys.

As a point of information, the development of this theory of magnetic, disordered alloys and their chemical ordering instabilities was only possible with a concurrent advance in the power of supercomputers. For example, in some of the calculations described in this paper, we have used hundreds of hours on a CRAY-XMP!! Still, if not for concomitant advances in both the algorithms and the theory with the power of the supercomputers, we would have required 10-100 times that amount. As it is not the purpose of this paper to review the theory and methods necessary to solve the magnetic, random substitutional alloy problem, we refer the reader to Ref. 7, and references therein, for more details.

This paper is organized into five sections. In the next section, we present an overview of the parameter-free approach developed to describe accurately disordered alloys and their energetics. As many review articles exist (9), this section will be only descriptive. In Section Three, we develop some simple ideas of how magnetism can influence electronic states in alloys, as well as some simple terminology that will aid in later discussion. Section Four is a concise presentation of some response theory for the static, high-temperature susceptibility. Namely, in Section 4a, we discuss the so-called "disordered local moments" (DLM) state which theoretically represents the state of magnetic disorder (i.e., magnetic fluctuations) in systems above $T_C$. Investigation of the DLM state allows study of the magnetic correlations and transition temperature. In Section 4b, we investigate the short-range order instability (i.e., chemical fluctuations) in Ni$_{0.75}$Fe$_{0.25}$ and its origin. We also calculate the effect of chemical environment changes on the magnetic properties, such as occurs upon ordering. In Section 4c, we describe our results for the Ni$_{0.35}$Fe$_{0.65}$ alloy and discuss the importance of both magnetic and chemical fluctuations in giving rise to the anomalous properties of INVAR alloys. The concentration dependence of various properties are discussed in Section 4d. Finally, we present some conclusions in the summary.

2. ELECTRONS, DISORDER, AND ALLOYS

2a. OVERVIEW

When several physical effects are present, it is often misleading or difficult to interpret experimental data in terms of simple models. (This has clearly been the case for INVAR-type alloys.) Parameter-free approaches offer the hope of producing a theory with predictive powers and of unraveling the origins of various effects without relying on a predetermined bias. For metallic systems, the true many-electron problem (the electron "glue" which is responsible for cohesion in the metals) can be described fairly accurately by density-functional theory (DFT) (10). In essence, this allows the many-electron problem to be reduced to a single-electron problem in an effective potential field of the other electrons. In combination with DFT, the electronic structure of ordered metals may be found by any number of quantum mechanically based methods, such as the Green's function approach of Korringa, Kohn, and Rostoker (KKR) (11). For disordered alloys, the random location of constituent atoms produces a problem without translational symmetry which cannot be solved by traditional band-structure methods. The coherent-potential approximation (CPA) (12) is an effective medium approach for averaging the Green's function over the disorder. Because they both deal with the Green's function, the CPA and the KKR can be easily combined. The basic idea of the KKR-CPA method is that an array of randomly placed potentials can be replaced by an ordered array of energy dependent, effective potentials and the standard methods of calculating the electronic structure again may be used. The key then is to find the effective potential which best reproduces the configurationally averaged properties of the disordered alloy. Thus, for disordered alloys there are two different self-consistency procedures that are necessary, the charge self-consistency due to charge transfer, as in normal band-structure calculations, and the self-consistency procedure to determine the CPA effective medium. It is the determination of the CPA effective medium which is the crucial and time consuming step in disordered alloy calculations. Within the KKR-CPA approach these two self-consistency conditions are inextricably mixed together, but once completed, the lattice constants, heats of mixing, bulk
modulus, etc., may be determined and compared to experiment (13). In what follows, a brief description of self-consistent procedure in electronic structure calculations is given and how the CPA makes it possible to calculate properties of disordered alloys, such as total energies.

2b. THE SCF PROCEDURE

The self-consistent field (SCF) electronic structure calculations that are routinely performed today on ordered metals and compounds and disordered alloys all follow a similar procedure. The essential difference between the disordered and ordered calculation is the necessity of finding the effective scatterers via the CPA equations. For those unfamiliar with the structure of these types of calculations, the following flow chart, Fig. 1, represents the calculational procedure. \( Z_{\alpha,i} \) and \( R_i \) refer to the atomic number of the constituent atoms and lattice site positions, respectively. "a" refers to the lattice constant, or distance between two successive lattice sites.

( SCF-KKR-CPA )

**STEP 1** Specify lattice type \( \{ R_{\alpha,i} \} \), e.g. FCC.

**STEP 2** Specify alloy, i.e. \( Z_{\alpha,i} \) and \( c_{\alpha,i} \), for each species \( \alpha = A(B), etc. \)

**STEP 3** Specify lattice constant "a"

**STEP 4** Make guess of input charge densities \( \rho_{\alpha,i}^{in} \).

**STEP 5** Calculate alloy potentials via density-functional theory.

**STEP 6** Solve random alloy problem using coupled CPA equations.

**STEP 7** Calculate output charge densities \( \rho_{\alpha,i}^{out} \).

**STEP 8** Are the input and output charge densities the same?

**YES**

**STEP 9** Calculate Alloy Total Energy.

**STEP 10** Is Total Energy a minimum?

**NO**

**STEP 11** Calculate Observables

**NO**

**Fig. 1.** A flow-chart of a typical self-consistency cycle for a KKR-CPA electronic structure calculation.
For a particular lattice symmetry, such as face-centered-cubic (FCC), and set of \( \{ \xi_i \} \), a choice of the lattice constant is made. From there the algorithm is followed until the charge densities converge. If the energy is not a minimum, another lattice constant is chosen and the algorithm is repeated. For a given alloy, this procedure is followed for each concentration of interest and for several different lattice constants. Both alloying properties and volume effects, for example, may be investigated. In Fig. 1, steps 5-9 in the self-consistency cycle are intimately connected and are the basis for all electronic structure calculations.

For a given occupation of lattice sites, a theorem (10) from density-functional theory states that the total energy functional of a collection of nuclei and electrons is a minimum only for the true ground state charge density, which is simply related to the Green's function. Knowing this functional determines the entire SCF procedure, because its variation with respect to charge density defines the effective potential, \( v(r) \), that the electron 'sees', which in turn determines the charge density and allows calculation of the energy functional! The SCF procedure seems well-defined, if the total energy functional is known. However, there is a problem if this is applied to the disordered alloys.

For an ordered AB alloy, there is only one way to arrange the atoms on the lattice in an ordered fashion, resulting in one energy; however, for the disordered AB alloy, there are an infinite number of possible lattice site occupations. To get the average energy of the system, the energies \( E[V;\{\xi_i\}] \) for each alloy configuration \( \{\xi_i\} \) need to be averaged over their associated probability \( P(\{\xi_i\}) \). (Note, \( \xi_i = 1 \) or \( 0 \) if the site \( i \) is occupied by an A or \( B \).) Thus, the configurationally averaged \( (T = 0 \text{ K}) \) total energy is given as

\[
<E> = \sum_{\{\xi_i\}} P(\{\xi_i\}) E[V;\{\xi_i\}]
\]

(1)

Clearly, one can not perform this average exactly. Without a definite expression for the average total energy, the alloy problem and self-consistency are intractable. This is where the CPA provides its great advantage. From the KKR-CPA it is possible to construct an approximate configurationally averaged total energy which has the proper variational form to reproduce the potential (13). Thus, within KKR-CPA, the SCF procedure is intact for disordered alloys! We may now choose an alloy to investigate, fix the parameters in steps (1-3) in Fig. 1, and then begin the self-consistency procedure.

For use later, we note here that at finite temperatures the grand potential of the system is required. The grand potential is composed of the energy (in our case, from DFT), the entropy, and the various chemical potentials in the problem of interest; for instance, for the binary alloy problem, \( \Omega = E - TS - (N_{\text{elec}} - \nu N) \), where \( T \) is the temperature, \( N_{\text{elec}} \) is the number of electrons, \( N \) is the total number of atoms in the system \( (N = N_A + N_B) \), \( \nu \) is the chemical potential of the electrons (the Fermi energy at \( T = 0 \text{ K} \)), and \( \nu \) is the chemical potential difference \( (\nu_A - \nu_B) \) of the atoms.

The above brief overview of local density functional theory in combination with the KKR-CPA method as applied to disordered alloys was intended to give some feel for first-principles, electronic structure calculations. This approach for both ordered and disordered alloys results in agreement, typically, of 1% (3-5%) for the lattice constant for non-magnetic (magnetic) alloys and 10-20% for the bulk moduli. The magnetic moments are usually in good agreement with experiment. (In our calculations we have not incorporated spin-orbit coupling and we use a gyromagnetic ratio of 2.) Technically, the discrepancies in these quantities as compared to experiment are due mainly to the local density approximations (LDA) for the important electronic exchange and correlation energies which are made in order to make DFT tractable. This is especially true in the case of magnetic calculations where the discrepancy between theory and experiment is greater.

3. THE UPS AND DOWNS OF MOMENT FORMATION AND BONDING

For an alloy, magnetism can have a profound influence on electronic states to produce a variety of phenomena. As a primer for what is to be discussed later about the NiFe systems, it is worthwhile to start from a simple-minded picture of alloying and the effect of magnetism, or
exchange-splitting. (Exchange-splitting arises from purely quantum mechanical effects due to the nature of the interactions between electrons.) Here we give two examples of the types of interesting phenomena which can occur due to the interplay of alloying and magnetism. First, in BCC FeV alloys, the interplay of magnetism and alloying is described in which the spin-down electrons are seen to play a special role. And, second, we investiagle NiFe alloys as an example of the special role spin-up electrons may play in determining the physical properties of these alloys. [In a solid, spin-up (down) refers to whether the electron has its spin state aligned parallel (antiparallel) to the direction of magnetization. Thus, spin-up (down) electrons are usually referred to as majority (minority) electrons, when speaking of ferro- or ferrimagnets, since there are more spin-up electrons than spin-down electrons which results in a net magnetization.]

A naive description of the energy levels of the FeV system is shown in Fig. 2. Note, in a solid, the energy levels are broadened into energy bands due to the overlap of the electronic wavefunctions - the so-called band structure. Nevertheless, this picture gives a simple way of understanding some of the phenomena that can occur. The energy levels of the d-electrons of a pure Fe system are exchange split, i.e., it is energetically favorable to have a net magnetization. There is no exchange-splitting in pure vanadium, i.e. both spin-up and spin-down energy levels are equal, and the vanadium d-electron levels are much closer in energy to the spin-down d-electron levels of iron than they are to the spin-up levels. Thus, alloying V to Fe to obtain a BCC FeV alloy, as suggested in the r.h.s. of Fig. 2, interactions are introduced which have a larger effect on the minority spin levels (compared to the majority) since their energy separation is smaller. In other words, the Fe induces an exchange-splitting on the V sites in order to lower the kinetic energy, which results in the formation of bonding and antibonding minority-spin levels in the alloy. The vanadium sites then have more spin-down electrons than spin-up electrons, resulting in a moment anti-parallel to that of the Fe, i.e. FeV is a ferrimagnet. Overall, however, the total number of spin-up electrons is in the majority, until the moments collapse at c = 0.30. This collapse of magnetism in the V-rich alloy is easily understood in terms of the reduction of the Fe-induced exchange-splitting of the V sites as the number of Fe neighbors is reduced. Of course, the exact occurrence of the collapse of magnetism depends on a delicate balance of bonding and exchange. As for the majority levels, they are well separated in energy and therefore can only form split bands, i.e. mostly all Fe or all V in character. One physical ramification is that the minority electrons will be able to hop to any neighbor, while the majority electrons will be confined to one species. This simplified picture cannot be taken too literally since it can not reproduce the small maximum in the iron moments as a function of concentration, see Fig. 3a., which is caused by a subtle interplay between moments and bonding.

![Diagram of energy levels in pure Fe and FeV alloys](image)

**Fig. 2.** A schematic (tight-binding) picture of the microscopic levels for Fe and V before alloying and BCC FeV alloys after alloying.
From this simple picture we can infer what the electronic density of states (DOS) should be. Since the Fe and V majority (spin-up) d-states are well separated in energy, we expect a very smeared majority DOS resulting from the large disorder that the majority electrons 'see' as they travel through the lattice. On the other hand, the minority (spin-down) electron DOS should have sharp peaks associated with the lower energy, bonding states and the higher energy, antibonding states. In Fig. 4, the KKR-CPA calculated electronic density of states for Fe$_{0.50}$V$_{0.50}$ is shown (14). Note that the majority DOS is very smeared due to disorder, and the minority DOS is much sharper with the bonding states fully occupied and the antibonding states unoccupied. The vertical solid line indicates the Fermi level, or chemical potential, of the electrons, below which the states are occupied. It is worth stating that the simple picture given above was constructed from hindsight. In general, the DOS depends on the underlying symmetry of the lattice and the subtle interplay between bonding and magnetism.

As an example of our agreement with experiment and the charge self-consistency procedure, we have calculated the variation of the local magnetic moments versus concentration for NiFe and FeV alloys and have reproduced (14) the Slater-Pauling curve, as shown in Fig. 3b. For example, in the BCC FeV system, for a wide range of concentrations, the Fermi level is trapped in a valley between bonding and antibonding states in the minority-spin electron density of states. The linear dependence of the magnetization as vanadium is added to iron (with less than 70% vanadium) is then a result of adding electrons to the majority-spin states. For FCC NiFe alloys, before the moments collapse in the iron-rich alloys (see Section 4c-d.), we see that the moments vary in a nearly linear fashion. From the FCC nickel-rich end, this linear behavior is a result of a
filled majority-spin electron DOS, which we shall discuss in Section 4d. This feature fixes
the number of spin-up electrons, and therefore, as iron is added to nickel, the electrons are
removed from the spin-down states increasing the moment.

In FCC NiFe alloys, as we shall see, if magnetism is neglected, there would be no
decrease in the lattice constant due to a collapse of moments in the INVAR region and, hence,
no INVAR effect. Magnetism is the essential ingredient and, since the majority d-band is full,
the minority electrons play a significant role in determining many of the physical properties. By
contrast, it is the majority electrons in the FeV alloys that play the more significant role. This
difference will have tremendous effects in other macroscopic properties, as we shall shortly
discover. It should also be obvious that changes in the local chemical environment can have
dramatic effects on the magnetism, especially in systems which change the local environments
rapidly, such as occurs in multilayers. For example, in the Fe-rich FeV alloys the exchange-
splitting on the vanadium sites is induced by the Fe sites, and, as the number of Fe atoms
decrease, the magnetization vanishes. We shall discuss this topic briefly for the case of FCC
NiFe alloys in Section 4b.

4. RESPONSE FUNCTIONS: THEORY vs. EXPERIMENT

The theory of the energetics of random alloys at zero temperature is an initial step in the
understanding of alloy stability. However, as suggested in the Introduction, we are interested in
alloys at finite temperature, primarily because 1) the higher the temperature, the more important
entropy becomes, forcing one to address the disordered state; 2) most materials processing
takes place at high temperatures; 3) an investigation of the high-temperature, disordered state
can reveal which type of short-range order (SRO), chemical and/or magnetic, is favored. To
proceed, we cannot be satisfied with zero temperature band theory applied to ordered metals,
but must develop finite temperature techniques suited to disordered alloys. Obviously,
construction of first-principles phase-diagrams is a compelling area of study. Equally important
is the impact that SRO may have on mechanical and physical properties. This problem can be
conveniently divided into understanding the origin of the ordering and the effects that they may
have on the physical properties. Moreover, the "driving forces" responsible for the SRO in the
disordered state usually persist to lower temperatures where they determine the stability of
various possible long-range ordered structures. In this paper, we are only going to concern
ourselves with the mechanisms responsible for and the prediction of chemical (magnetic) SRO
in NiFe alloys and the effects of chemical SRO on the local magnetic moments in this alloy.
4a. MAGNETIC FLUCTUATIONS

In magnetic systems, above the transition temperature, it is possible for local moments to exist, but with their directions oriented so as to produce no net magnetization. For this to occur the electrons of either spin hop from site to site with sufficient correlation that the moments are maintained over a "long" time. The concept of different time scales is required for moments to form; that is, magnetic correlation exists for time scales longer than the hopping time and shorter than the characteristic spin-wave frequency of the system. In Fe and its alloys, this is the case. The so-called disordered local moment (DLM) state (15) in which all the local moments are uncorrelated and randomly oriented from site to site, is one possible description of the high-temperature, paramagnetic state. In the case of BCC Fe, for example, one can see that we have a system analogous to a random, binary alloy, where up (down) moments are the A(B) species. We only note in passing that it is possible to map (8) the three dimensional disordered moments to a Ising-like (up,down) moment picture, but only above \( T_C \).

Since we wish to compare our theory with experiment, it is appropriate to calculate quantities that may be compared directly. For magnetic systems, neutron scattering experiments provide direct probes into the underlying interaction of the systems, since they measure the moment pair correlation functions. For example, in real space, the magnetic susceptibility for an elemental magnet is given by

\[
\chi_{ij} = \langle \mu_i(\hat{e}_i) \mu_j(\hat{e}_j) \rangle - \langle \mu_i(\hat{e}_i) \rangle \langle \mu_j(\hat{e}_j) \rangle ,
\]

where \( \mu(\hat{e}_i) \) represents the moment at the site \( i \) with orientation \( \hat{e}_i \). The brackets, \( \langle \ldots \rangle \), indicate thermal averaging. Approaching the transition temperature, \( T_C \), from the high-temperature, uncorrelated state, this function will become non-zero, indicating that correlations exist between the orientation of the moments in the system and, thus, the onset of magnetic order.

Thus, using the KKR-CPA which allows us to average over the magnetic disorder in a mean-field approximation, we may work out the thermal average in this high-temperature, disordered state; we find (8,15)

\[
\chi(k) = \frac{(1/3)\beta C(T)}{1 - (1/3)\beta I^{(2)}(k)} ,
\]

where \( \chi(k) \) is the lattice Fourier transform of \( \chi_{ij} \) and \( I^{(2)}(k) \) is that of the direct correlation function defined by

\[
I^{(2)}_{ij} = \left( \frac{\partial^2 \Omega(\{m_i\})}{\partial m_i \partial m_j} \right) m_i = m_j = 0 \text{ for all } i .
\]

where \( \beta = (k_BT)^{-1} \) is the inverse temperature, and \( m_i = \langle \mu_i(\hat{e}_i) \rangle \) is the local site magnetization, which above the transition temperature must be zero. At the transition temperature, \( \chi(k) \) diverges, indicating the onset of magnetic order. The particular vector \( k \) at which \( \chi(k) \) diverges determines the type of magnetic order. The coefficient \( C(T) \) is known as the Curie constant for Heisenberg magnets. As a simple example, if the magnetic system were described by a simple, rigid-moment, Ising-model Hamiltonian (i.e., \( H = -\Sigma_{ij} J_{ij} \mu_i \mu_j \)), where moments are either oriented up or down (\( \hat{e}_i = \pm 1 \)), then \( I^{(2)}(k) \) would just be the Fourier transform of the phenomenological exchange interactions \( J_{ij} \) (i.e., a magnetic, pairwise ordering energy). Most importantly, a central result of the theory is that the quantity \( \Omega(\{m_i\}) \) is the average of the electronic grand potential for each configuration \( \Omega(\{\hat{e}_i\}) \) and contains all the underlying electronic structure (interactions) within the LDA-KKR-CPA approach. Since the theories of magnetism and alloys may be mapped into one another, we make a few other
comments in regard to the NiFe alloys in the next section on alloy chemical short-range ordering.

Staunton, et al. (15) have performed such a calculation on BCC Fe and obtained $T_C = 1280$ K, compared to 1040 K for experiment (16). Recall that only the atomic number of Fe was an input to that calculation. Moreover, they predicted a collapse of the exchange-splitting along certain $k$-direction. This has since been seen by spin-polarized photoemission experiments. We refer the reader to the paper of Staunton, et al. for further details and other comparisons to experiment. So this theory of magnetic phase transformation is qualitative, quantitative, and predictive!

Before addressing the problem of both chemical and magnetic fluctuations in the FCC NiFe alloys, it is helpful to understand the behavior of pure FCC Fe. Although FCC Fe only exists at high-temperatures, it is instructive to investigate the moments and the character of their interactions in this system, and how these might relate to the alloys. In Fig. 5, we have reproduced the calculated moments for FCC Fe as a function of lattice constant (or volume) for three different magnetic states: ferromagnetic (FM), disordered local moment (DLM) (4), and antiferromagnetic (AFM) states (17). For fixed large volumes, the FM state has large moments and is lowest in energy. At small volumes, the non-magnetic state is lowest in energy, and, in fact, is the global energy minimum. However, at intermediate volumes the AFM and DLM states have similar moments and energies, although, at 6.6 a.u., the moments in the DLM state collapse. These results suggest that the Fe-Fe correlations on an FCC lattice are extremely sensitive to volume, and change from FM to AFM as the volume is reduced.

Fig. 5. The moments versus lattice constant calculated for FCC iron. The ferromagnetic (FM) and disordered local moment (DLM) calculation are from Pinski et al. (Ref. 4). The antiferromagnetic (AFM) results are from Wang et al. (Ref. 17) for the (100) AFM state.

In fact, our calculations of the high-temperature susceptibility (i.e., the moment-moment correlations) for various lattice constants (4) indicate that at large lattice constants $a > 6.8$ a.u. the correlations are FM. However, as the lattice constant is reduced from 6.8 to 6.7 a.u., the interaction change from FM to AFM in nature. Thus, the interactions between Fe moments on a FCC lattice indeed have a dramatic dependence on volume. It is then interesting to note that the NiFe alloys all have lattice constants in the range $6.5 < a < 6.8$ a.u., where the magnetic correlations of pure Fe on an FCC lattice are changing.
These first-principles calculations give some credence to the speculation made in the Introduction that the nature of the Fe moment interactions are, or evolve into, AFM and as a result produce the various physical phenomena exhibited by NiFe alloys. As stated there, simple spin-only models do roughly reproduce the $\mu$ vs. $c$ and $T_C$ vs. $c$ curves if the Fe-Fe interactions are AFM, but give no insight into why this might be the case. It is the purpose of ab-initio calculations to determine, without bias, the underlying causes of these properties. Without performing a first-principles calculation of the high-temperature susceptibility for the NiFe alloy which incorporates both magnetic and chemical fluctuation on an equal basis, these results may only suggest the origin of the INVAR phenomena. In fact, in the region of Ni$_{0.75}$Fe$_{0.25}$, it will be very important to account for both types of fluctuations, since experimentally the Curie temperature (the temperature below which long-range magnetic order exists) is decreasing in this concentration range, and, as we will show in succeeding sections, the effect of magnetic order on the chemical fluctuation has profound effects in the NiFe alloys.

4b. CHEMICAL FLUCTUATION: SHORT-RANGE ORDER IN MAGNETIC ALLOYS

4b.1 CONCEPTS AND THEORY

Earlier in this paper we have focused our attention on the electrons, which, unlike the atoms, do not come in different species. It is the nuclei, due to differing number of protons, which distinguish individual types of atoms. To study SRO we move the nuclei to the forefront while relegating the electrons to a supporting role of modifying the interactions between nuclei. The motivation for this and the manipulations required to bring this about within the context of electronic structure calculations were given in the concentration fluctuation theory introduced by Györffy and Stocks (18). In this paper, we will assume that the more complete review of the theory given in Ref. 7 is known and only discuss the role that magnetism may play in alloy SRO and physical properties. For this purpose, one must realize that really there are two kinds of electrons, spin-up and spin-down. How does this change the interaction between the nuclei and, thus, affect the SRO? We will specifically investigate these effects in the alloy Ni$_{0.75}$Fe$_{0.25}$.

The approach of Györffy and Stocks readily generalizes to the cases of alloys, such as Ni$_{0.75}$Fe$_{0.25}$, in the ferromagnetic state (8). The theory has two parts: the first part deals with the statistical mechanics of the alloy configurations in the mean-field approximation; the second part implements the first part on the basis of a spin-density functional description of the electronic energies for each configuration.

In this section, we restrict our attention to the study of the pair correlation functions, $\alpha_{ij}$, also known as the Warren-Cowley short-range order parameters. In terms of the site occupation variables $\{\xi_i\}$, which take on the values 1 or 0 if the ith site is occupied by an A or B atom, respectively, the correlation functions are defined by

$$\alpha_{ij} = (<\xi_i\xi_j> - <\xi_i><\xi_j>)/c_i(1-c_j)$$

(4)

where the site concentrations are given by $c_i = <\xi_i>$. (The concentrations in the alloy problem are analogous to the magnetization in the magnetic problem). In the completely disordered state, all sites are equivalent ($c_i = c$ for all i), and uncorrelated; thus, $\alpha_{ij} = 0$. At lower temperatures, SRO will result in the pair correlations taking on oscillatory values for the onset of LRO and the value 1 for the onset of clustering (phase separation).

Working out the thermal average in the mean-field approximation and in the disordered state, we find (8,18)

$$\alpha(k) = \frac{2}{1-\beta c(1-c)} S^2(k)$$

(5)
where $\alpha (k)$ is the lattice Fourier transform of $\alpha_{ij}$ and $S^{(2)} (k)$ is that of the direct correlation function defined by

$$S^{(2)}_{ij} = \left( \frac{\partial^2 <\Omega(\{c_i\})>}{\partial c_i \partial c_j} \right) c_i = \hat{c} \text{ for all } i.$$  

(6)

It is a central result of the theory that the quantity $\Omega(\{c_i\})$ is the average of the electronic grand potential for each configuration $\Omega(\{\xi_i\})$ over the inhomogeneous product distribution, which for an alloy is given by

$$P_i (\{\xi_i\}) = \prod_i P_i (\xi_i),$$  

(7)

where

$$P_i (\xi_i) = \begin{cases} c_i & \text{if } \xi_i = 1 \\ 1 - c_i & \text{if } \xi_i = 0 \end{cases}$$  

(8)

The above thermodynamic averaging is a mean-field approximation. Since the CPA is based on this type of probability distribution, we use the KKR-CPA to evaluate $\Omega(\{c_i\})$ in the second, electronic part of the theory so as to be consistent with the mean-field approximation used in the thermodynamic averaging. Thus, the grand potential contains all the underlying electronic interactions, in complete analogy with the magnetic fluctuations discussed in the previous section.

To simplify matters, we consider first a theory at temperatures $T$ above the chemical ordering temperature $T_0$ (~780 K for Ni$_{0.75}$Fe$_{0.25}$) but below the Curie temperature $T_C$ (the magnetic ordering temperature, ~870 K). That is to say, we are assuming that there are no magnetic fluctuations, the system is fully magnetized as in its ground state and is described by our spin-polarized SCF-KKR-CPA (13,19) but the local occupation numbers $\{\xi_i\}$ are allowed to undergo normal thermal fluctuations.

It is fairly straightforward to derive, formally, an inhomogeneous version of the spin-polarized SCF-KKR-CPA. It is inhomogeneous in the sense that on every site the CPA equations must be solved to determine the local non-equilibrium concentrations $c_i$. This implies a definite expression for $\Omega(\{c_i\})$ and, therefore, for the derivatives in eq. (6). When, in this expression, $c_i$ is set equal to $\hat{c}$ for all $i$, we obtain a response function of the homogeneous spin-polarized SCF-KKR-CPA which may be evaluated numerically.

The details of the theory may be found in Ref. 8. Here we shall make only two general comments before moving on to the presentation of our results. First, we observe that $<\Omega>$ depends not only on the local concentrations $\{c_i\}$ directly, as in the non-magnetic theory of Gyorffy and Stocks, but also indirectly through the local moments $\{\mu_i\}$ which arise in the spin-polarized theory for each configuration. As a consequence $S^{(2)}$ consists of three contributions. For $\alpha = A$ or $B$, and in terms of the local chemical potential, defined as

$$s_i^{(1)} = \frac{\partial <\Omega>}{\partial c_i},$$

$$s^{(2)}_{ij} = s_{ij}^{c,\alpha} + \sum_1 s_{ij}^{c,\mu A} \gamma_i^A + \sum_1 s_{ij}^{c,\mu B} \gamma_i^B,$$  

(9)

where

$$s_{ij}^{c,\alpha} = \left( \frac{\partial s_i^{(1)}}{\partial c_j} \right) \{\mu_i\}; \quad s_{ij}^{c,\mu \alpha} = \left( \frac{\partial s_i^{(1)}}{\partial \mu_j^\alpha} \right) \{c_i\}$$  

(10)
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\[ \gamma_{ij}^\alpha = \frac{\partial u_i^{\alpha}}{\partial c_j} \]  

(11)

As a simple example, if there were no moments and the system were described by a simple, pair-wise interacting lattice gas model in the random-phase approximation, eq. (5) would be the Krivoglaz-Clapp-Moss formula and \( S_{ij}^{(2)} \) would be \( V_{ij} = u_i^{AA} + u_j^{BB} - 2 u_i^{ABi} \) (the pairwise interchange energy), where \( u_i^{\alpha\beta} \) is a self-explanatory notation for the various interactions involved. For a lattice gas model with aligned, rigid moments interacting through phenomenological exchange interactions \( J_{ij}^{\alpha\beta} \), \( S_{ij}^{(2)} = S_{ij}^{cc} = V_{ij} + J_{ij}^{AA} + J_{ij}^{BB} - 2 J_{ij}^{AB} \). Thus, \( S_{ij}^{(2)} \) can be interpreted as an effective pairwise ordering energy modified by the presence of rigid moments. Evidently, \( \gamma_{ij}^\alpha \) measures the effect of the chemical environment on the \( \alpha \) moments at site \( i \), and, hence, a quintessentially nonrigid moment effect!

As was the case for the susceptibility \( \chi(k) \) in the last section, both \( \alpha(k) \) and \( \gamma(k) \) may be measured in spin-polarized neutron diffraction experiments (20,21), where \( \gamma(k) \) is the concentration weighted sum of the Fourier transforms of the \( \gamma_{ij}^\alpha \). That is, for neutrons polarized (anti-) parallel to the magnetization, \( \varepsilon = \pm 1 \), the cross-section per atom may be written as

\[ \frac{d\sigma}{d\Omega} \varepsilon \sim \chi(k) + \varepsilon\alpha(k) \gamma(k) + \alpha(k), \]  

(12)

where the three terms are due to the magnetic-magnetic, nuclear-magnetic, and nuclear-nuclear correlations, respectively. The second term in eq. (12), which is due to the effects of cross-correlation, may be extracted by measuring the scattering from both polarizations, i.e.

\[ \Delta \frac{d\sigma}{d\Omega} \sim 2\alpha(k) \gamma(k). \]  

(13)

Note, \( \gamma(k) \) is the magnetic-chemical response (i.e., the response of the magnetic moments due to changes in the local environment) of the entire system. Thus, for a binary alloy, it is given by \( \gamma(k) = \{\mu_A - \mu_B\} + c_A \gamma_A(k) + c_B \gamma_B(k) \). If the A and B moments are substantially different, the first term in \( \gamma(k) \) may be dominant in the measurements, swamping the subtle environment effects. On the other hand, if the moments are antiparallel and about equal in magnitude, the entire cross-correlation contribution will be coming from the (possibly small) environment changes. Moreover, although the theory for the \( \gamma(k) \)'s is only valid for small changes in the concentration, if one assumes that the theory is valid for larger changes (as if they varied linearly with concentration, for instance), the alloy moments as a function of environmental behavior may be calculated simply from this response. In the next section, we will apply this approach in the Ni_{0.75}Fe_{0.25} and the system goes through an order-disorder transformation.

The next comment is technical and concerns the fact that \( \langle \Omega \rangle \) is conventionally split into a single-particle contribution (related to the Green's function) and the so-called double counting corrections (13,18). When taking the derivatives of the latter, as required by eq. (6), we have taken into account the local change in the magnetic moments only and neglected the local charge fluctuations with the environments. For NiFe alloys, the small charge transfer found in our SCF-KKR-CPA calculations validates the neglect of charge fluctuation terms.
4b.2 ORDERING IN Ni$_{0.75}$Fe$_{0.25}$

Recall that the high-temperature, chemically disordered state has the symmetry of the underlying lattice. Thus, the concept of a Brillouin zone is still valid. Depending on the temperature and where $S^{(2)}(k)$ has its global maximum, $\alpha(k)$ will diverge indicating an instability to some type of short range order. The particular type of SRO depends on the vector $k$ at which $\alpha(k)$ diverges. For example, for a FCC lattice, a divergence at $k=(000)$ indicates a clustering tendency; whereas, a divergence at $k=(100)$ signals the onset of a Cu$_3$Au-type (L1$_2$) ordering. In Fig. 6, for Ni$_{0.75}$Fe$_{0.25}$ we show the $S^{(2)}$ (only the implicit moment dependence $S_{SC}$ is shown) in the various directions in $k$-space. It rises as $k$ varies from $k=(000)$ to the zone boundary with a maximum at $k=(100)$. Thus, the theory predicts ordering with an L1$_2$ symmetry. Experimentally, Ni$_{0.75}$Fe$_{0.25}$ orders at around 780 K into a Cu$_3$Au-type ordering (see Fig. 6). From our calculation, the divergence occurs for a temperature of 450 K. Although this is only 60% of the experimental ordering temperature, the explicit moment enhancement of $S^{(2)}$ has not been included. A calculation which includes the explicit moment enhancement effects is currently being performed and should bring the calculated transition temperature into closer agreement with experiment. It is also possible that the neglect of magnetic fluctuations is not entirely valid, since in the NiFe alloys the measured Brillouin curve deviates markedly from the ideal.

To examine the effects of magnetism, we have repeated the calculation for the alloy as a Stoner paramagnet (8); that is to say, we implemented the non-spin-polarized theory of Ref. 20. The peak then occurs for $k=(000)$ (see Fig. 6) and therefore indicates a clustering tendency -- or phase separation. In fact, the calculation suggested a very strong clustering tendency occurring at approximately 1500 K, which implies that the ordering tendency is entirely of magnetic origin.

![Figure 6. $S^{(2)}(k)$ (in Rydberg units) vs. $k$ is shown from the $\Gamma$ to zone boundary points. The results do not include the explicit effects from moment enhancements, see text. For the ferromagnetic (FM) cases, the contributions from majority- and minority-spin electrons are shown separately. The FM minority contributions are shown along two $k$-vectors, so as to indicate the global maximum which is marked $k=(1,0,0)$. The other curve which peaks at the zone edge is along the $k=(1,5,0)$ direction. For the paramagnetic (PM) case, all directions in $k$-space all contribute roughly equally; thus, only the $k=(1,0,0)$ direction is plotted.](image-url)
4b.3 WHAT DRIVES THE ORDERING PROCESS?

To understand the above phenomenon of clustering in the paramagnetic state but ordering in the ferromagnetic state, we recall some general features of the electronic forces for order and disorder in metallic alloys. In transition metal alloys where the d-band is roughly half-filled, ordering is expected. Under such circumstances, only bonding states are filled and the bonding states of the ordered metal are lower than those of the disordered state due to level repulsion. On the other hand, almost completely filled or empty bands can be expected to lead to clustering. A modern discussion of the rules has been given by Heine and Sampson (22).

As can be seen by inspecting Fig. 7, the d-band is almost completely filled in the paramagnetic state. Accordingly, clustering is expected in agreement with the prediction from our calculation of the direct correlation function $S^2$.

![Graph showing density of states](image)

**Fig. 7.** Average partial d-electron density of states are shown for paramagnetic FCC Ni$_{0.75}$Fe$_{0.25}$. The solid (dashed) lines are the nickel (iron) contribution. The solid vertical line is the Fermi level and the energy zero is with respect to the majority muffin-tin zero.

However, when the bands are exchange split due to magnetism, the majority band is completely filled, see Fig. 8. Such filled bands are relatively neutral with respect to compositional ordering. They are particularly ineffective in this case because, as was discovered by Johnson et al. (19), the majority electron states have very long lifetimes, indicating that the majority electrons "see" roughly the same potentials on the Ni and Fe sites; i.e., the electronic energy levels for the majority electrons are very close in energy and electrons cannot distinguish between a Ni or Fe site. Indeed, we find that the majority spin electrons contribute negligibly to $S^2$.

The tendency for short range ordering is then determined solely by the minority spin electrons. Upon exchange splitting, the majority d-bands are filled, whereas, the minority bands are more nearly half-filled. As suggested in Fig. 8, this shift apparently positioned the Fermi level in the density of states making the occupation sufficiently close to half filled, producing the ordering tendency.

Interestingly, at very high temperatures where magnetism is insignificant, the thermochemical data (23) also implies phase separation at low temperatures. Currently, this is the only experimental support for the above mechanism driving the compositional order in this alloy. Further experimental confirmation will be needed before it can be firmly established that the compositional ordering is entirely of magnetic origin.
Finally, we note that the moment-chemical response functions, \( \gamma(\mathbf{k}) \), that we have discussed above briefly refer to the nonrigid, itinerant nature of the moments and, thus, the sensitivity of the moments to chemical environment changes. The Fourier transform of \( \gamma(\mathbf{k}) \), \( \gamma_{ij}^{\alpha} \) has a particularly revealing physical interpretation. These quantities describe the change in the size of the moment on a site \( i \) in the lattice if it is occupied by an \( \alpha = A(B) \) atom and if the probability of occupation is altered on another site \( j \). Having calculated \( \gamma_{ij}^{A(B)} \), we can study the moments as a function of chemical environment using the relation

\[
\mu_{\alpha,i} = \mu_{\alpha}^{\text{cpa}} + \sum_j \gamma_{ij}^{\alpha} \Delta c_j \tag{14}
\]

where the first term is the moments calculated for the random alloy, and the second term is the change in the local moments due to a change in the local concentration, or number of \( A(B) \) atoms. For instance, with an environment consistent with ordered \( \text{Ni}_3\text{Fe} \), we find the average moment increases by 5% compared to the disordered state, which agrees with experiment (19).

Notably, these sorts of calculations may be especially interesting as an aid to experiment and in the design of novel magnetic alloys. For example, one may investigate multilayers, which we have done for FeV, with very good agreement with experiment, see Ref. 24.

4c. MAGNETIC AND CHEMICAL DISORDER: THEIR ROLE IN THE INVAR PHENOMENA

Thus far we have discussed the magnetic susceptibility of FCC Fe, which revealed a great sensitivity to volume, and the short-range order in Ni-rich NiFe alloys, which was driven by the ferromagnetism. In this section, we focus on the INVAR concentration range, in particular, chemically disordered, FCC \( \text{Ni}_{0.35}\text{Fe}_{0.65} \), and investigate the relative stability of various magnetic phases. Traditional band-structure techniques have not been able to investigate this alloy due to the chemical disorder. But, as we shall see below, magnetic disorder also becomes relevant, further disabling the use of these methods. Not only may we account for both effects, but our total energy capability allows a preliminary investigation of this alloy at \( T=0 \) K, with some suggestions as to the finite temperature behavior.
The results of $T = 0$ K total energy calculations for the ferromagnetic (FM), disordered local moment (DLM), and nonmagnetic (PM) states are shown in Fig. 9. These three magnetic states may, or may not, be energetically favorable in the INVAR region. Of course, there are perhaps AFM and spin-glass phases that will also be possible, however, the DLM state contains antiparallel moments and should be a good approximation to these other states. At some finite temperature, though, the DLM state, with such a large entropy, will have the lowest free energy if it is close to being the lowest energy state at $T = 0$ K. It is worth repeating here that, for Ni concentrations greater than 50%, the FM state is the lowest energy state by a large margin and determines the properties of the Ni-rich alloys.

![Energy plot](image)

At this concentration, the equilibrium lattice constants are 6.66, 6.54, and 6.48 a.u., for the FM, DLM, PM states, respectively. Several comments are in order. First, at this concentration the FM state is the lowest energy state by 0.54 mRy. over the DLM state, in contrast to several mRy in the Ni-rich alloys. (Note, 1 mRy = 158 K.) However, a small increase in the Fe concentration makes the DLM state lower in energy. Upon further increase in the Fe content (= 70% Fe), the DLM and the PM states are almost degenerate and lower than the FM state. As a result, the lattice constant of NiFe in this concentration range will decrease with increasing Fe content, as is observed, and the moments collapse. Second, as the temperature is raised, the DLM state would have the lowest free energy and so the volume and moment will be sensitive to the temperature, which is the case. Third, since the DLM state (which has unaligned moments) is lowest in energy in the range $0.30 < c_{Ni} < 0.35$, antiparallel arrangements of Fe moments are not very energetically unfavorable, which is supported by spin-polarized neutron scattering (21). Fourth, the small energy differences between these various magnetic states imply a sensitivity of the magnetization to any applied field. Indeed, in the INVAR region there is a very large susceptibility enhancement. Fifth, a naive estimate of the free energy of the DLM suggests that the FM state is unstable at $T = 60$ K. It is interesting that a.c. susceptibility measurements (25) imply that INVAR is a reentrant spin-glass at $T = 40$ K. Our results are similar to those of Kakehashi (26), who uses a less sophisticated model of the electronic structure and stresses the need to go beyond the CPA by treating local environment effects. We stress, however, that in our calculations we have used an "averaged" environment, i.e. the effective CPA medium, and found it unnecessary to invoke large environmental effects to obtain our results. On the other hand, our calculation are only at the level of mean-field theory and as such will not correctly describe critical behavior (where fluctuations in the local environment dominate) and, therefore, will not give the exact critical concentration at which the moments collapse.
The calculate moments for the FM state are $\mu^{\text{Fe}} = 2.40 \mu_B$ and $\mu^{\text{Ni}} = 0.64 \mu_B$ ($\bar{\mu} = 1.78 \mu_B$), with a negative polarization between atoms; all of which is in good agreement with experiment (21). The Fe moments above $T_C$, as given by the DLM calculation, are $\mu^{\text{Fe}} = 1.42 \mu_B$. For $T_C < T < 2T_C$, neutron scattering experiments (27) obtain an $\mu^{\text{Fe}} = 1.40 \mu_B$. At both low and high temperatures, the moments are in agreement with experiment. Because the Fe moments decrease by 40%, and the Ni moments by 100%, as $T$ approaches $T_C$ from below, the ordering tendency should be decreasing with increasing $T$ since the magnetism is diminishing rapidly with increasing Fe concentration or temperature, which was not the case in the Ni-rich alloys. This could explain the geological timescale with which these alloys order in the INVAR region. A calculation of the short-range order parameter, $\alpha(k)$, in which both the magnetic and chemical disorder are accounted for, is planned to substantiate this suggestion.

In previous theories of INVAR, a number of different mechanisms have been invoked to explain the many anomalous properties of these types of alloys, for example, the 2-$\gamma$ hypothesis (28) (which assumes two microscopic energy levels in FCC Fe); the transition from strong to weak ferromagnetism (29); concentration fluctuations (30) which produce macroscopically different magnetic regions; volume fluctuations (31) which produce microscopically different magnetic regions. Except for volume fluctuations, all the other possibilities are included within our calculations without bias. Our calculations show that all the above mechanisms play a role. However, the most important features necessary are 1) a large, sharp DOS just below the Fermi level, which leads to a dramatic dependence of the magnitude of the moments to the position of the Fermi level, and 2) the Fermi level is sensitive to the degree of alignment of the moments, which is altered by thermal effects. This is unlike the traditional notion of a strong to weak FM transition.

It is worth pointing out that chemical disorder plays only a subsidiary role in this explanation; only the large DOS feature at the Fermi level and the subsequent crossover to a magnetically disordered state are necessary. This would allow a similar scenario to occur in the Fe$_3$Pt INVAR alloy, which is chemically ordered. We note that Kisker et al. (32), in their recent spin-polarized photoemission experiments on Fe$_3$Pt, analyzed their results by considering only two macroscopic, magnetic states (FM and PM) and interpreted this to support the 2-$\gamma$ hypothesis. However, as shown by Kakehashi (33) using our FCC Fe DLM results, the presence of a magnetic disordered state in Fe$_3$Pt is in better agreement with experiment.

4d. CONCENTRATION DEPENDENCE OF NiFe PROPERTIES

There are many alloy properties which one may investigate as a function of composition. As such, we discuss here only the moments, lattice constant (volume), specific heat coefficient, and residual resistivity versus concentration, $c$, of Ni: $\bar{\mu}$ vs. $c$, $a$ vs. $c$, $\gamma$ vs. $c$, and $\rho_{\text{res}}$ vs. $c$, respectively. The latter two topics will be discussed only qualitatively. These quantities have not been specifically chosen for favorable comparison, but just as an indication of what should be expected. For example, it is possible to calculate the hyperfine fields for random alloys which may be measured by Mössbauer experiments. For the FCC NiFe alloys, these calculations (34) are in good agreement with experiment, with correct trends and roughly 10-20% errors. In fact, they indicate that in some instances experimentalist may be incorrectly analyzing their data, since they neglect contributions to the hyperfine fields past one nearest-neighbor shell and theory indicates there are significant contributions up to the fifth nearest-neighbor shell.

In Fig. 3, we presented calculated moments of both Fe and Ni in the FCC and BCC structure, which agreed well with the experiment. As is apparent from the FCC DOS plotted in Fig. 8, the majority electron d-bands are filled in the Ni-rich alloys, and the majority electron DOS at the Fermi level, $\varepsilon_F$, is small. Thus, upon alloying Ni with Fe, the electrons are removed from the minority d-bands which at $\varepsilon_F$ has the larger DOS. This depletion of minority electrons with increasing Fe content results in a linear increase in the net moment. At some concentration the above picture breaks down and electrons with both spins will be affected. The Fermi level will enter the majority d-bands, which, because of the large, sharp DOS, results in a drastic decrease in the net magnetization - the INVAR moment collapse. In particular, most of the states in the top edge of the d-bands are Fe states and, therefore, the Fe moments decrease first.
In the INVAR region, when the Fermi level is just outside the majority DOS, any small decrease in the volume (more practically, an increase in the pressure) will result in such a depletion of majority electrons, hence, the observed sensitivity of the moments to changes in the volume or pressure.

Also, as we have seen in the last section, the volume is reduced with increased Fe concentration with a concomitant collapse of the moments, hence, the deviation of a vs. c. The exact concentration that the moment collapse takes place may be slightly different than we calculate, since this depends on the critical fluctuations in the system which are only described approximately within the mean-field approach which we are using. Nevertheless, we describe the collapse in the correct region with, perhaps, an ever so slight shift to higher Fe concentrations than seen experimentally. The T=0 K extrapolated experimental bulk moduli in Mbars for Ni-50%, Ni-37.7%, Ni-35%, and Ni-33.6% are approximately 1.84, 1.40, 1.14, and 1.08, respectively -- extremely sensitive to variations of the concentration. The calculated T=0 K, ferromagnetic, bulk moduli for Ni$_{0.50}$Fe$_{0.50}$ and Ni$_{0.35}$Fe$_{0.65}$ are 2.21 and 1.80 Mbars, respectively. Even taking into account the usual 10-20% discrepancy, our calculated bulk moduli support the suggestion of a slightly shifted concentration dependence. The calculated bulk moduli for Ni$_{0.35}$Fe$_{0.65}$ in the DLM and PM states are 1.60 and 2.90 Mbars, respectively. With a small increase in Fe content, the DLM state becomes energetically favorable and, therefore, would further decrease the bulk modulus. Albeit, we have a slightly shifted concentration dependence, the same sensitivity to concentration as seen in experiment is obtained from our calculations. We are currently performing calculations in the very narrow concentration range where the INVAR anomalies occur to obtain the exact concentration dependence given from the theory.

The concentration variation of the specific heat coefficient, γ, is easily obtained from the electronic structure. To see this, recall that γ is proportional to the DOS at the Fermi level (the number of states that are available for occupation), i.e. γ ∝ N(ε_F). In pure FCC Ni, ε_F lies in the large peak in the minority d-bands, and above the majority d-band within the top of the low DOS 4s-band. As Fe is alloyed with Ni the DOS structure changes, as is shown in Fig. 8. The DOS changes predominantly in the minority d-bands due to the disorder introduced by the large difference in the exchange-splitting from Ni and Fe, as we have discussed earlier. In Fig. 8, one can see that the disorder smears the minority DOS and allows mostly the Ni d-states to be occupied, leaving ε_F in a minimum in the DOS between the Ni and Fe minority d-states. Thus, we expect initially to see the specific heat coefficient decrease upon alloying with Fe. As we have mentioned in several instances, inevitably ε_F will enter the tail of the majority d-band and, as a result, the DOS will begin to rise and then dramatically increase when the large peak is encountered. This behavior of γ is experimentally the case for FCC NiFe alloys up to the INVAR regime.

The residual resistivity is a rather complicated quantity to calculate since it requires the determination of the scattering from occupied to unoccupied states at the Fermi level and, hence, the lifetimes of the electrons. The concentration dependence of the residual resistivity of NiFe alloys can be described as follows. Roughly speaking, s-electrons at ε_F are 'fast' electrons; on the other hand, d-electrons are rather localized (more atomic-like) and hence are characterized by a slower hopping rate from site-to-site, i.e. they are 'slow' electrons. Because disorder does not affect the electrons in the majority spin bands, the lifetimes and mean-free paths of these electrons will be large compared to those of the minority spin bands. Since the conductivity is proportional to the velocity and lifetimes of the electrons at ε_F, the majority electrons are almost entirely responsible for the large conductivity - small resistivity. With such a large mean-free path for the majority electrons, one finds the majority Fermi surface to be sharp and well-defined. Conversely, in the minority-spin scattering channel, the minority Fermi surface is smeared out due to the short mean-free path. This implies that environmental effects, such as due to clustering, will not affect the resistivity of the Ni-rich alloys. For pure Ni the residual resistivity is zero. Upon alloying Ni with Fe, the disorder in the minority channel increases the resistivity some, but the conductivity due to the majority-spin electrons limits the rise in resistivity. However, in the INVAR region when the Fermi level enters the majority d-band, the above picture is no longer valid. In this case, the resistivity increases dramatically since 1) there is a large change in the majority d-electron density of states, 2) the disorder in the majority-spin manifold increases, and 3) there is a change in the type of current carrier, i.e.
from faster s-like to slower d-like carriers. We plan to calculate the residual resistivity within the CPA for a quantitative comparison to experiment.

5. SUMMARY

We hope to have given you a concise but clear introduction into an area of first-principles approaches to the study of magnetic, disordered transition metal alloys, in particular, NiFe INVAR alloys. In summary, for T=0 K, the SCF-KKR-CPA provides an accurate means of investigating the energetics, magnetic and electronic structure of disordered alloys, just as traditional band-structure techniques do for ordered compounds. For T > 0, via a mean-field statistical mechanics approach, which uses the accurate KKR-CPA energy for the configurationally averaged energy and the ideal entropy only, we may investigate the underlying, atomic interactions responsible for the instability of the high-temperature, chemically disordered state to compositional ordering, the particular type of ordering, and the associated chemical ordering transition temperature. Moreover, the changes in alloy magnetism due to differing chemical environments are contained within the theory, allowing the study of the changes of the moments upon chemical ordering transitions, and, more generally, in multilayers. Because no adjustable parameters are required, the above theory is predictive and suggests underlying reasons for each behavior, which may be checked by experiment. The theory is quantitative since moments, lattice constants, bulk moduli, chemical ordering, etc., as a function of concentration agree well with experiment.

For the INVAR alloys discussed here, we have shown that magnetism is the all important ingredient for the various properties of these alloys. In particular, without magnetism the Ni-rich alloys would not chemically order, and, interestingly, the minority electrons are responsible for the ordering tendency. This prediction has yet to be confirmed by experiment. All features of these alloys thus far investigated, namely the μ, a, γ, and ρ_{res} vs. c and hyperfine fields, are explained within the above theory. In the INVAR region with increasing Fe content, the theory indicates that a crossover occurs from a state of magnetic order (ferromagnetism) to a state of magnetic disorder (such as the DLM state) and then finally to a non-magnetic state. This then is the underlying mechanism which produces the INVAR phenomena, and not the typical so-called strong to weak ferromagnetic transition; there is nothing overly mysterious, except a competition between several states instead of two. It is also quite possible that the collapse of magnetism on the FCC lattice gives rise to the γ → α martensitic phase transformation in the INVAR concentration range. We need to compare our present results with the magnetic, BCC NiFe energies in the INVAR region to investigate this conjecture, which is more problematic since comparison of different crystal structures is sometimes dubious in muffin-tin type calculations.

In the future, there are a number of avenues to explore, such as investigating the effect of impurities on short-range ordering and their influence on other alloy properties (essentially the ternary alloy problem). Furthermore, a generalization of the short-range ordering theory for magnetic alloys (8) has been derived which incorporates the fluctuation of moments that occur when an alloy is above its Curie temperature. This generalized theory will allow, for instance, the investigation of the competing interactions between magnetic order and chemical order in alloys at high temperatures, and how those interactions vary with concentration. Noting that theoretically the magnetic order was solely responsible for the short-range order in the Ni-rich NiFe alloys and that the ordering tendency in Fe-rich NiFe alloys is difficult to attain in normal metallurgical situations (e.g. it is only seen over geological time scales, such as occurs in meteorites) (35), our generalized theory will be used to address the suggestion that the change or reduction in magnetism (with either temperature or concentration variation) diminishes the tendency for short-range order in the FCC NiFe alloys near the INVAR concentrations.
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