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Attorney bargaining has traditionally taken place in the shadow of trial, as litigants alter their pretrial behavior—including their willingness to negotiate a settlement—based on perceptions of likely outcomes at trial and anticipated litigation costs. Lawyers practicing in the shadow of trial have, in turn, traditionally formed their perception of the likely outcome at trial based on their knowledge of case precedents, intuition, and previous interactions with the presiding judge and opposing counsel in similar cases. Today, however, technology for leveraging legal data is moving the practice of law into the shadow of the trends and patterns observable in aggregated litigation data. In this Article, we describe the tools that are facilitating this paradigm shift, and examine how lawyers are using them to forecast litigation outcomes and reduce bargaining costs. We also explore some of the risks associated with lawyering in the shadow of data and offer guidance to lawyers for leveraging these tools to improve their practice. Our discussion pushes beyond the cartoonish image of big data as a mechanical fortuneteller that tells lawyers who will win or lose a case, supposedly eliminating research or deliberation. We also debunk the alarmist clichés about newfangled technologies eliminating jobs. Demand for lawyers capable of effectively practicing law in the shadow of data will continue to increase, as the legal profession catches up to the data-centric approach found in other industries. Ultimately, this Article paints a portrait of what big data really means for practicing attorneys, and provides a framework for exploring the theoretical implications of lawyering in the era of big data.
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The practice of law includes prediction. Clients expect their lawyers to answer questions like, “What are the odds of winning this case, and what’s it going to cost me?” Justice Oliver Wendall Holmes observed this fact more than a century ago when he wrote, “the prophecies of what the courts will do in fact, and nothing more pretentious, are what I mean by the law.”

* I would like to thank Daniel Lewis of Ravel Law and Owen Byrd of Lex Machina for sharing their experiences with me regarding their work at startups focused on developing software that will facilitate lawyering in the shadow of data; Josh Blackman for providing thoughtful commentary on an earlier draft of this Article; and last but certainly not least, my fiancé, Erin, for her support and encouragement.

1 Daniel Martin Katz, Quantitative Legal Prediction—Or—How I Learned to Stop Worrying and Start Preparing for the Data-Driven Future of the Legal Services Industry, 62 EMORY L. REV. 909, 912 (2013) (“Do I have a case? What is our likely exposure? How much is this going to cost? What will happen if we leave this particular provision out of this contract? How can we best staff this particular legal matter? These are core questions asked by sophisticated clients such as general counsels, as well as consumers at the retail level.”); Tam Harbert, Big Data Meets Big Law, L. TECH. NEWS (Dec. 27, 2012), http://bit.ly/15QnmeG; see also Farhad Manjoo, Will Robots Steal Your Job?, SLATE (Sept. 29, 2011 2:42 A.M.), http://slate.me/pHejJu (“The legal industry is one of the few remaining outposts of the corporate world whose operations are dictated mainly by human experience. Basic questions that anyone would want to know before committing to a million-dollar case—How likely is it that I’ll win? How good are my lawyers? Should I settle?—can’t be answered with certainty.”).

2 Oliver Wendell Holmes, Jr., The Path of Law, 10 HARV. L. REV. 457, 461 (1897).
Today, practitioners still resemble the Holmes’ “black-letter men” of yesteryear more than the number-crunching masters of economics that Holmes had envisioned. The vast majority of attorneys today still rely solely on their own experience, knowledge of case precedents, and intuition to predict what the courts will actually do. But as mere mortals, attorneys—even the exceptional ones—are inherently limited in their capacity to retain and process the information necessary to make well-informed judgments. Likewise, attorneys are limited in their range of personal experiences. Computers, on the other hand, while lacking the ability to frame interesting questions or draw conclusions, are far better at storing, processing, and summarizing large volumes of information. Thus, by leveraging the quantitative strength of computers, lawyers can more accurately forecast how events will play out in litigation. This foresight, in turn, will allow lawyers and their clients to avoid costly mistakes, better appreciate the strengths and weaknesses of their case, and increase their odds of securing a favorable outcome.

In 2007, Yale professor Ian Ayers popularized the concept of “super crunching,” which refers to the statistical analysis of big data to guide real-world decisions. Super crunching improves decisionmaking by leveraging the quantitative strength of computers so that human users may spend more time doing what they do best—identifying relevant data to crunch, formulating questions to ask of their data, and then acting on the results.

In 2002, after making a fortune in finance by analyzing data to uncover and exploit inefficiencies in the financial markets, John Henry led a group of investors in the purchase of the Boston Red Sox baseball franchise. Using the data-driven principles that Professor Ayers would later espouse in Super Crunchers, Henry built a team that went on to win the 2004 World Series and break the “Curse of the Bambino.” In a letter to a friend, he explained, “People in both fields operate with beliefs and biases. To the extent you can eliminate both and replace them with data, you gain a clear

---

3 See CLARENCE MORRIS, HOW LAWYERS THINK 11–19 (1937).

4 IAN AYRES, SUPER CRUNCHERS 21 (2007).

5 See id. at 10.

6 DAN SHAUGHNESSY, REVERSING THE CURSE 60 (2005).

advantage.”

Henry’s insight applies equally to the practice of law. Lawyers, just like decision makers in every other field, operate with beliefs and biases that can cloud judgment. Yet more than a century ago, Justice Holmes pointed to a better path to predicting the law than that traveled by today’s “black-letter man”—one that leads to a future where “the rational study of the law” requires a “man of statistics and master of economics.” Like John Henry’s Boston Red Sox, lawyers who embrace data-driven decisionmaking will gain a clear advantage over their counterparts who still cling to their Dictaphones, feather-quilled pens, and thumb-in-the-air predictions when handling their clients’ legal affairs.

Why then, has most of the legal profession yet to find the path envisioned by Justice Holmes? The profession lags behind most other industries in crunching data to improve its marketing and delivery of services. A significant bottleneck to progress has been the historical inaccessibility of litigation data, and the inadequacy of the tools with which lawyers presently conduct legal research.

This is not to say that legal practitioners have not embraced modern technology. To the contrary, law firms were early adopters of office computers and word processors, scheduling and billing software, in-house networks, conference phones, and online databases (Lexis and Westlaw). Before smartphones became ubiquitous, lawyers commonly had PDA’s to keep track of appointments, hourly billing, and client contacts.


9 See generally Charles J. Snyder, Moneyball Lawyering, 65 Ark. L. Rev. 837 (2012).


11 Holmes, supra note __, at __.
“Big data” is different. Previous technological advances mostly made firms more efficient at tasks that they were already doing—scheduling meetings, drafting documents, sharing ideas, and looking up cases. A few technologies considerably changed how lawyers approached a task. The most obvious example of this was the profession’s massive shift toward precision-timed billing (in minutes or fractions of hours) in the early 1980s, rather than ball-parked or “scheduled” fees, once computer software made such time-tracking more feasible. For the most part, however, the underlying nature of the work remained largely the same—researching, writing, meeting with clients and opposing counsel—and the technology merely made these tasks more convenient, or allowed lawyers to handle more cases. Even the research that attorneys now perform through Lexis and Westlaw is analytically analogous to the old approach in law libraries—finding cases in bound digests and reports, using intricate indexing systems like West’s Keys or Lexis’s Headnotes.

Big data, by contrast, invites lawyers to make a fundamental change in their approach to the law itself by looking to statistical patterns, predictors, and correlations, in addition to the legal rules that purportedly control outcomes—case law, statutory law, procedural rules, and administrative regulations. Traditional lawyering required knowledge of the pertinent legal rules and the ability to apply them to a given set of facts, whether in litigation or in transactional work. This application of law to facts would yield a type of estimate about probabilities; that is, a prediction of the likelihood that a given rule would govern a given scenario. The question was whether a feature of the client’s current situation would trigger a rule and its mandatory result. Analogies, comparisons, and normative judgments all figured into this assessment. Lawyer’s fees reflected, in theory, the time and resources required to determine the relevant law and analyze the likely outcome.

12 See Ed Wesemann, Alternative Pricing, 70 OR. ST. B. BULL. 38 (2010) (“The popularity of billing by the hour was supported by technology, first through ’one-write’ record books, then electronic accounting machines, and eventually, computers until it became the pricing standard for the legal profession.”); H. Edward Wesemann, The Power of Price, 23 LEGAL MGMT. 22, 32 (2004) (“The billing-by-the-hour trend didn’t earnestly begin until the 1960s, and it took computers to bring firms to complete dependence on hourly billing.”); MORTIMER SCWARTZ ET AL., PROBLEMS IN LEGAL ETHICS 138–39 (10th ed. 2012). Ironically, even as computers facilitated the entrenchment of hourly billing, the advent of computers prompted leaders in the legal profession to predict that computers would also force the demise of time-based fees, as the new efficiency would make legal tasks too brief to generate sufficient time-based revenue. See, e.g., Sandra L. Yost, Alternative Billing Strategies—New Wave or Passing Fad?, 13 LEGAL MGMT. 18, 20 (1994) (discussing comments by state bar leaders at panel discussions about the impact of computers).
Big data turns this approach on its head. Rather than assuming that rules dictate outcomes as the basis for making specific predictions, big data looks for patterns and correlations. For example, historical litigation data, in the aggregate might reveal a judge’s tendency to grant or deny certain types of pretrial motions, an opponent’s historical avoidance of expert witnesses, or a party’s typical timing for settlements may all be more relevant for a client or lawyer than the published court opinions in prior cases that ran the full course of litigation.

Attorney bargaining traditionally took place in the shadow of the trial, which simply refers to the fact that litigants alter their pretrial behavior, including willingness to negotiate a settlement, based on their perception of the likely outcome at trial and the anticipated cost to get there.\textsuperscript{13} Traditionally, lawyers have formed their perception of the relative strength of their clients’ cases based on case precedents as well as their prior interactions with the presiding judge, opposing counsel, and experience handling similar cases. Today, however, the availability of tools for leveraging legal data are increasingly moving bargaining into the shadow of the trends and patterns observable in aggregated litigation data.

What exactly does this mean for the profession? A traditional lawyer with many years of experience would acquire awareness of some relevant patterns, tendencies, and habits—for example, the fact that certain judges were always severe; certain lawyers were more affable than others, even as opposing counsel; certain parties were unusually litigious; certain courthouses painfully slow. Such experiential knowledge supplemented the lawyer’s knowledge of the legal rules, and these personal factors could sometimes matter more than the legal rules themselves. Seasoned lawyers practiced not just in the shadow of the trial, but also in the shadow of the traits and tendencies of everyone involved. These intangible aspects of traditional lawyering, ironically, are the most analogous to lawyering in the shadow of data. The new technology, however, makes available in minutes insights that once might have taken thirty years of practice experience to acquire. The latest legal-data services becoming available for practitioners yield accurate statistical information about the preferences, persistence, and pace of the judges, parties, and lawyers involved in a matter. Big (legal) data not only compresses the time component of such knowledge from decades to minutes, it dramatically expands the potential breadth of observations—that is, a lawyer can now “profile” complete strangers from

other jurisdictions for factors the lawyer has never before encountered in his or her limited circle of acquaintances.

At the outset, we should dispense with the cartoonish image of big data as a mechanical arbitrator or adjudicator that will simply tell lawyers which party will win or lose a case, sparing them the need to do any research or give the matter much thought. To the contrary, big data potentially makes the lawyer’s job much more complicated and nuanced. Working in the shadow of data poses more ambiguity, both normative and positive, than working in the shadow of trials, which, in turn, occur in the shadow of rules. In fact, big data poses a new set of hazards or perils for its users. The line dividing successful from unsuccessful attorneys will shift from those skilled in “reading” the other parties to a lawsuit in the traditional sense of the word toward those familiar with the capabilities and limitations of lawyering with the benefit of big data. Specifically, the Holmesian lawyers of tomorrow will know when patterns in litigation data make predictions, when predictions run the risk of becoming self-negating or self-fulfilling, and when to reduce their exposure to the systemic risks that will inevitably result from more attorneys beginning to practice law in the shadow of data.

We also must move beyond the tired clichés about newfangled technologies eliminating jobs. It is a truism that automation replaces the workers who once manually performed the newly automated task. We believe, like many economists, that automation eventually shifts the workforce elsewhere, to other nonautomated tasks, rather than demobilizing any section of the workforce permanently. Some legal tasks, like document review, are becoming increasingly automated, meaning associate attorneys are in less demand for such tasks; but we believe that demand for associates who can handle data-driven lawyering will continue to increase.

---

14 Some have argued that the legal profession historically has been slow to embrace any new technologies because reduced hours (through automation) would reduce billable revenue. William G. Ross, The Ethics of Hourly Billing by Attorneys, 44 RUTGERS L. REV. 1, 30 (1991) (“A more troubling reason for the widespread failure of attorneys to use word processors may be that managers of law firms fear that the time saved by use of computers would result in a net reduction of billable hours.”).

as the legal profession catches up to the data-centric approach to information found in other industries.

The thrust of this Article is that lawyering in the shadow of data is qualitatively different than the technology-enhanced lawyering of previous decades. We attempt to take a more theoretical approach than previous literature in this area in order to paint a picture of what big data really means for lawyers and judges—and we hope to debunk some common misperceptions along the way. This includes a description of the newest legal-technology startups, and some predictions about anticipated market entrants in the near future. In addition, we define—for the first time—some of the hazards inherent in basing legal decisions on historical data that other commentators have largely overlooked. Some of these concerns are normative, but most of them are descriptive and theoretical. Our point, however, is not to discourage the use of big data, but rather to help the legal profession understand the advantages and pitfalls of lawyering in the shadow of the data.

The ensuing discussion proceeds along the standard roadmap: Part II will familiarize readers with the very recent technological upheaval in the American legal profession and will discuss the emergence of the “law-as-data” movement that has resulted. This includes a brief overview of PACER and the commercial alternatives. Part III then delves into the nature of legal “predictions” that big data will enable, and will attempt to define the value and limitations of such data-driven predictions. Part IV initiates a long-overdue discussion about the theoretical problems with predictions, forecasts, and lingering uncertainty in the legal arena. An important subsection of Part IV addresses the special problem of “Black Swans”—unforeseeable systemic risks that creep in as information-based decisionmaking allows tighter integration and coordination of independent players in the system. Part V provides a concise recap of the main points and suggests areas for further research.

II. BACKGROUND

A. Intuition is Overrated

Lawyers, like accountants, doctors, and any other professionals, are human. Human nature has a tendency to cloud judgment by introducing cognitive biases and emotion into the decision-making process.\textsuperscript{16} Lawyers

are often unaware of the subtle saboteurs of rational thought that have infiltrated their subconscious. Practitioners are also inherently limited by their range of experiences and finite capacity to retain information. Their ability to make sound judgments takes years of practice to develop and a lifetime to master.

Data, on the other hand, is indifferent. It is impartial. It can be comprehensive in scope where lawyers are limited in experience. Data does not care whether it is consistent with someone’s preconceived notions or personal experiences, nor is it particularly concerned with intuition. Rather, data is simply a historical reflection of reality. It seems rather obvious then, that aggregated data about relevant, past litigation should play a key role in informing the inherently subjective judgment of lawyers; a “reality check,” so to speak.

Yet lawyers continue to rely mostly on their experience, intuition, and instinct. This approach to legal decisionmaking is problematic for


18 See Stephanos Bibas, Plea Bargaining Outside the Shadow of Trial, 117 Harv. L. Rev. 2464, 2496-527 (2004). The same is true, of course, for judges. See Richard A. Posner, The Rise and Fall of Judicial Self-Restraint, 100 Cal. L. Rev. 519, 553–54 (2012) (“Justices operate on limited information; because there are no sensible algorithmic methods of deciding difficult cases, most constitutional decisions have only weak claims to objective validity; the parts of the Constitution that generate litigation at the Supreme Court level are too old and general to be directive; the issues presented in constitutional cases tend to be both emotional and momentous and the decisions resolving them inescapably reflect the Justices’ personal values, psychology, background, peer pressures, political anxieties, professional experiences, ideological inclinations, and other non-legalistic factors, often operating unconsciously. . . .”).


20 In 1993, the American Bar Association published the results of a study in which roughly 3,000 lawyers were asked to take a Myers-Briggs Type Indicator test to measure the personality types prevalent in the profession. Larry Richard, The Lawyer Types, ABA J. 74, 74 (July 1993). The results showed that, while a mere 30% of the general population in the United States indicated that they relied primarily on their intuition rather than concrete facts, 57% of lawyers were inclined to trust their intuition over concrete facts when making decisions. Id. at 76. This may be due in large part to the fact that lawyers are often called upon to make judgment calls based on incomplete facts, and perhaps are more accustomed to wrestling with ambiguity than the general population.

21 William R. Dailey, Who Is the Attorney General’s Client? 87 Notre Dame L. Rev. 1113, 11125 (2012) (“Presumably, a lawyer must still rely on her own instincts about how far to follow precedent, and so an account of precedent is bound to be part of any given lawyer’s own ‘best
several of reasons. First, as noted above, intuition takes years to develop.\textsuperscript{22} To make matters worse, studies have shown that lawyers are generally overconfident when assessing their likelihood of success,\textsuperscript{23} and that the accuracy with which lawyers can predict outcomes does not improve with experience.\textsuperscript{24}

Considering what is at stake, it seems imprudent to rely on experience, intuition, or instinct alone in predicting the path of the law. As the next section will explain, however, lawyers are not entirely to blame. Only recently have economic, technological, and political forces come together to form the perfect storm for introducing the legal profession to a new, data-driven approach to practicing law.

B. Innovation in the Legal Industry

This Article is set against the backdrop of the economic turmoil that has rocked the legal profession in recent years, the disruptive technology that is reshaping the decision-making processes in other industries, and the


\textsuperscript{23} Some have suggested that this is due in part to the fact that overconfidence is a necessary trait to attract and retain clients. Loftus & Wagenaar, 1988, p. 450; Simon, 1988; Brehm 1956.

\textsuperscript{24} Jane Goodman-Delahunty et al., \textit{Insightful or Wishful: Lawyers’ Ability to Predict Case Outcomes}, 16 PSYCH., PUB. POL’Y, & L 133, 133 (2010).

growing body of free and easily accessible legal data that now exists. For nearly a century the practice of law remained partly sheltered from the winds of technological change that have swept through other industries in recent years. That all changed in 2008. Some of the nation’s largest white-shoe law firms collapsed under the crushing weight of overhead costs that clients could no longer afford to subsidize. Many more law firms have experienced dramatic downsizing over the last five years. With more empty chairs at the office and tighter lines of credit at the bank, law firms searched desperately for a cheaper alternative to rehiring pricey junior associates when legal grunt work—namely, document review—picked back up.

Many law firms were quick to embrace e-discovery software, which automated the process of reviewing documents for relevancy with greater accuracy than human reviewers, at a fraction of the cost. As a result, the e-

---


27 See generally Farhad Manjoo, *Will Robots Steal Your Job?*, SLATE (Sept. 29, 2011 2:42 A.M.), http://www.slate.com/articles/technology/robot_invasion/2011/09/will_robots_steal_your_job_5.single.html (“E-discovery software has been similarly revolutionary. These systems can mine huge volumes of material (like all the email correspondence in a civil suit) for damning evidence. The simplest software looks for specific keywords, but more sophisticated systems can detect patterns of behavior that might interest lawyers. This was the sort of work that once consumed the lives of first-year associates; now computers do it faster, at lower cost, and with about as much success as humans.”).

discovery services industry sprang up virtually overnight, raking in revenue of approximately $2.8 billion in 2009 alone.\textsuperscript{29} It was not long before the \textit{New York Times} picked up on the significance of this shift toward automated legal services, heralding a day that many in the profession thought would never come with a headline that read, “Armies of Expensive Lawyers, Replaced by Cheaper Software.”\textsuperscript{30}

C. Law as Data

1. \textit{Big Data in Disparate Domains}

While technological innovation has crept into certain discrete facets of the legal profession, it has dramatically improved other sectors of the economy. Technology giants like Google, Amazon, and Facebook have demonstrated just how valuable making the world’s information more useful can be. Even traditional brick-and-mortar industry leaders like Wal-Mart and General Electric now heavily rely on sophisticated computer networks and software to collect, store, distill, and act on the deluge of data that pours into their servers daily.\textsuperscript{31} The ability to crunch big data in this manner largely stems from two recent developments: the abundance of data that now exists and the emergence of software that makes it more accessible and useful.\textsuperscript{32}

So what exactly is “big data”? For some, it is a tired cliché; nothing more than “[a] meme and a marketing term.”\textsuperscript{33} For others, it is gold,\textsuperscript{34} or the


\textsuperscript{31} \textit{Data Deluge}, \textsc{The Economist}.

\textsuperscript{32} \textsc{Ayers}, \textit{supra} note ___, at 145–65; Katz, \textit{supra} note 1, at 913–19.

new oil, “valuable, but if unrefined it cannot really be used.”

NPR likened it to dust: using a cell phone, browsing the web, buying groceries, connecting with friends on Facebook, driving with a toll tag—each day “[w]e kick up clouds of it wherever we go.”

Mckinsey Global Institute defined the term more formally as “large pools of data that can now be captured, communicated, aggregated, stored, and analyzed.” However one describes or defines big data, there is no denying that its time has come.

The world contains an unimaginably vast amount of digital information which is getting ever vaster ever more rapidly.

Thanks to a phenomenon known as Kryder’s Law, storage capacity has dramatically increased in step with the explosion of data, while its cost continues to fall.

The abundance of data and computers’ increasing capacity to store it are only half of the equation. The other half consists of computers that are now capable of scouring big data for patterns that might help human analysts solve problems and answer questions. Baseball teams crunch obscure statistics to spot undervalued players. President Obama’s 2012 reelection campaign identified likely donors and undecided voters by combing through reams of polling data.

Commercial industries as diverse

---

34 Id.


40 See Katz, supra note 1, at 916.

41 LEWIS, supra at ___.


That data-driven decisionmaking played a huge role in creating a second term for the 44th President and will be one of the more closely studied elements of the 2012 cycle. It’s another sign that the role of the campaign pros in Washington who make decisions on hunches and experience is rapidly dwindling, being replaced by the work of quants and computer coders.
as healthcare, national defense, fraud detection, travel, online dating, telecommunications, oil and gas, and banking have enjoyed similar benefits by figuring out how to capture and glean insight from the deluge of domain-specific data that now exists.

The legal profession has been noticeably absent from the parade of progress that has lead to valuable breakthroughs in other industries. It who can crack massive data sets for insight. As one official put it, the time of “guys sitting in a back room smoking cigars, saying ‘We always buy 60 Minutes’” is over. In politics, the era of big data has arrived.

Id.


45 The Data Deluge, THE ECONOMIST (Feb. 25, 2010), http://www.economist.com/node/15579717 (“Credit-card companies monitor every purchase and can identify fraudulent ones with a high degree of accuracy, using rules derived by crunching through billions of transactions. Stolen credit cards are more likely to be used to buy hard liquor than wine, for example, because it is easier to fence. Insurance firms are also good at combining clues to spot suspicious claims: fraudulent claims are more likely to be made on a Monday than a Tuesday, since policyholders who stage accidents tend to assemble friends as false witnesses over the weekend. By combining many such rules, it is possible to work out which cards are likeliest to have been stolen, and which claims are dodgy.”).

46 Data, Data Everywhere, supra ___ (“Microsoft’s search engine Bing, can advise customers whether to buy an airline ticket now or wait for the price to come down by examining 225 billion flight and price records.”).

47 Lohr, supra note ___ (“Online dating services, like Match.com, constantly sift through their Web listings of personal characteristics, reactions and communications to improve the algorithms for matching men and women on dates.”); John Tierney, Hitting It Off, Thanks to Algorithms of Love, N.Y. TIMES, Jan. 29, 2008, at F1.

48 Data Deluge, THE ECONOMIST (Feb. 27, 2010) (“Mobile-phone operators, meanwhile, analyze subscribers' calling patterns to determine, for example, whether most of their frequent contacts are on a rival network. If that rival network is offering an attractive promotion that might cause the subscriber to defect, he or she can then be offered an incentive to stay.”).

49 Data Deluge, supra note ___ (“The oil industry uses supercomputers to trawl seismic data before drilling wells.”).

50 Data, Data Everywhere, supra ___, at ___ (“Personal-finance websites and banks are aggregating their customer data to show up macroeconomic trends, which may develop into ancillary businesses in their own right.”).
seems anomalous that “a singularly information-dependent profession” like the legal profession would arrive late to the age of big data. Some commentators have suggested that lawyers have resisted technological progress for fear that efficiency gains might decrease the number of billable hours for which they may charge their clients. While some lawyers may indeed harbor such unsavory motives for resisting innovation, we believe that the best attorneys welcome new solutions that let them perform at an even higher level, for a greater number of clients. The more plausible explanation for the lack of big-data solutions in the legal-research space is the historical inaccessibility of legal data, as discussed below.

2. **Viewing the Law from a New Perspective**

There are many lenses through which to view the law. Justice Holmes viewed the law through the eyes of a “bad man.” For many observers of the American legal system, law is what judges write in appellate opinions. Having entered the age of big data, a growing number of scholars are now urging scholars and practitioners alike to view the law as data. For instance, professors Daniel Katz and Josh Blackman routinely write and speak about the value of aggregating bulk legal data and then analyzing it using modern computing. This “law-as-data” movement stems from the legal academy’s growing interest in legal empiricism, which, until recently, remained largely relegated to the realm of political science.

To date, the vast majority of empirical studies of the law, or more

---


52 Ross, *supra* note ____.


55 Katz, *supra* note ____.


precisely, litigation, have focused on the Supreme Court. This is understandable given the high court’s position at the top of the Judicial Branch; greater visibility than lower courts; and smaller, more manageable pool of cases. A handful of scholars have, however, stressed the importance of empirically analyzing litigation data generated at the district-court level.

For purposes of this Article, “litigation data” means (1) the basic information about a given case, such as the names of the parties, attorneys, nature of suit, and other characteristics about the case (otherwise referred to as “case metadata”); (2) information reflected on the electronic docket sheet for a given case; and (3) the electronic court records associated with a given case. When combined, these sources paint a detailed portrait of litigation on the front lines of the federal Judiciary. When aggregated on a large scale and then filtered using software, patterns and trends begin to surface that shed light on how parties, attorneys, and judges typically behave during the litigation process.


60 This Article limits its analysis to litigation data collected from district courts at the federal level, although many of the principles discussed herein apply equally to litigation data at the state level.

Case metadata becomes even more valuable when combined with information scraped from case docket sheets and then classified using a machine-learning algorithm. Docket sheets are ideally suited for studying the ebb and flow of litigation because they consist of a sequentially ordered timeline of every event that occurs over the life of a lawsuit. When a lawyer electronically files something or a judge communicates in some fashion with the parties, the court clerk will create a new docket entry that consists of a brief description of the event, the date of that event, and a hyperlink to any documents associated with that event.

The text in docket entries lend themselves to large-scale analysis because they are far easier to automatically parse and classify with machine-learning algorithms than court records (a key component of software enabled, trend-based lawyering), as they are typically short and formulaic. Docket sheets are also an important source of information about district courts because the vast majority of litigation events do not produce written opinions. As one commentator has pointed out, “a district judge may make many decisions of varying types at different points in time in a single case. Most are not accompanied by written reasons and therefore are recorded on the docket sheet or in a brief order as simply a decision to ‘grant’ or ‘deny’ a particular motion.” Decisions that do not produce written opinions, however, can sometimes dramatically alter the cost and ultimate outcome of litigation.

Readers are probably most familiar with the third and final category of litigation data discussed in this Article—court records. Court records tell the story of a given case. To initiate a lawsuit in district court, a plaintiff

62 For purposes of this Article, the authors collaborated with an expert in scraping and machine learning to develop a proprietary algorithm capable of automatically reading case docket sheets, identifying summary judgment events, and classifying the outcome, movants, nonmovants, and other metadata that the authors may discuss at greater length in a subsequent article.


65 Pauline T. Kim et al., supra note __, at 98 (discussing “opinion bias” in empirical studies of district courts).

66 Id. (describing the ways in which discovery decisions and nondispositive rulings can influence case settlements); Hoffman, Izenman, and Lidicker, Name, Journal (2007) (finding that a mere 3% of all judicial actions taken in cases were supported by an opinion).
must file a complaint that sets forth a valid legal basis for relief and factual allegations that would, if true, justify such relief. A defendant will then respond to the complaint by filing an answer, motion to dismiss, or any number of other legal instruments. After reaching a final decision in a given case, a judge may issue an order, ruling, or judgment accompanied by a written opinion in which the judge will articulate his or her findings of fact and conclusions of law in support of their decision.

3. Sources of Litigation Data

a. PACER

Federal litigation data is available electronically to the public through the Public Access to Court Electronic Records, or “PACER,” an online repository for court records, docket sheets, and case metadata maintained by the Administrative Office of the United States Courts. Before there was PACER, there was paper. Litigation data was “practically obscure” in that it took far more effort and expense to locate, copy, and aggregate case files when they were stashed away in filing cabinets buried in dimly lit basements of federal courthouses across the country. Not surprisingly, empirical studies of district courts were relatively modest in size, few, and far between during the infancy of the Internet. Litigants had little fear that their personal affairs documented in court records would leak into the


public domain, notwithstanding the fact that these documents were technically part of the public record.\textsuperscript{73} And district courts were free to manage their dockets with minimal scrutiny from the public.\textsuperscript{74}

That all changed with the creation of PACER. The Judiciary’s switch from paper to electronic case filings made litigation data available to anyone with a computer, Internet connection, and credit card. Practical obscurity had suddenly become a relic of the past. As discussed below, however, the Judiciary has managed to recreate practical obscurity to a degree by erecting PACER’s pay wall, which makes practice-focused empirical analysis of bulk litigation data prohibitively costly.

“Those tracing the history of PACER date its birth in 1990, when an appropriations act authorized the federal judiciary to build a system furnishing remote access to court records, to be supported by funds generated by access fees.”\textsuperscript{75} The federal Judiciary’s shift from keeping paper records to electronic records resulted “an explosion of use [of PACER]; . . . . There were 20,028 user accounts in 1995, 39,408 in 1999 and 270,000 in 2003.”\textsuperscript{76}

Initially, observers heralded PACER as “a huge improvement over the existing system of paper records,”\textsuperscript{77} “tremendously ahead of its time,”\textsuperscript{78} and “one of the great success stories of the federal Judiciary.”\textsuperscript{79} The enthusiasm with which users initially greeted PACER is not surprising considering the


\textsuperscript{75} Peter W. Martin, Symposium, The New “Public Court”: Online Access to Court Records—From Documents to Data, Particulars to Patterns, 53 Vill. L. Rev. 855, 860 (2008).

\textsuperscript{76} Id.


\textsuperscript{79} J. Richard Leonard in the August 2010 edition of The Third Branch, a monthly newsletter published by the Administrative Office (A.O.) of the U.S. Courts.
old method of inspecting court records, which entailed traveling to the courthouse in which the desired documents were located, thumbing through boxes of dusty files, and photocopying them for a fee of fifty cents per page. Despite the Judiciary’s quantum leap from paper to pixels roughly two decades ago, PACER is beginning to show signs of aging. Critics now complain that the service imposes arbitrarily high access fees; provides restrictive, inadequate search capabilities; and has an outdated user interface that renders the data largely inaccessible.

The most common complaint about PACER appears to be directed toward the service’s access fees. Rather than subsidizing PACER’s creation and maintenance with taxpayer dollars, Congress authorized the Administrative Office of the United States Courts to charge reasonable user fees for access to electronic litigation data. To access court records through PACER, members of the public must therefore register an account with the site and provide credit-card information.

The service currently charges users ten cents per page to view and

---


download PDFs of public court records.\textsuperscript{86} The service also charges ten cents per search, regardless of whether the search results turn up relevant cases.\textsuperscript{87} While ten cents per page may seem like a trivial fee to most users, it makes compiling a sizeable dataset for empirical analysis prohibitively expensive.\textsuperscript{88} And ten cents per page seems far less reasonable when compared with the cost per printed page. One article pointed out that, under PACER’s pricing scheme, “a weekday copy of the \textit{New York Times} would go for $7 or $8, and Walter Isaacson’s biography of Steve Jobs would cost $65.60.”\textsuperscript{89}

One of the most vocal critics to speak out against PACER’s pay wall has been Carl Malamud, who has earned the reputation as being an “open access gadfly” thanks to his aggressive efforts to make digital copies of government records available to the public for free.\textsuperscript{90} According to Malamud, “putting the nation’s legal system behind a wall of cash and kludge separates the people from . . . the ‘operating system for democracy.’”\textsuperscript{91} So, when the Administrative Office and the Government Printing Office announced that they would be providing users with free access to PACER records at seventeen libraries across the country as part of a pilot program,\textsuperscript{92} Malamud saw the opportunity that he had been waiting for, urging his supporters to download as many free court records through


\textsuperscript{87} Id.

\textsuperscript{88} To PACER’s credit, users are provided with free access to PACER data so long as their account does not accrue charges of more than $15.00 in a quarterly billing cycle. Id. The service also provides free access to judicial opinions, and courts may waive PACER fees for, among other user categories, individual researchers affiliated with a particular education institution. Id. That said, the steep PACER fees remain prohibitively costly to commercial ventures that might otherwise develop new tools around the data that improve the public’s access to litigation information and understanding of the courts.

\textsuperscript{89} Beato, supra note ___.

\textsuperscript{90} Greg Beato, \textit{Tear Down this Paywall}, \textsc{Reason} (June 2012), available at http://reason.com/archives/2012/05/30/tear-down-this-paywall.

\textsuperscript{91} John Schwartz, \textit{An Effort to Upgrade a Court Archive System to Free and Easy}, \textit{N.Y. Times}, Feb. 13, 2009, at A16.

the PACER pilot program as possible, and then send them to him so that he
could make them available to the public for free on his website.\footnote{Id.}

Steve Schultze, then-Princeton University’s Associate Director of
Information Technology Policy, felt compelled to join Malamud’s “PACER
liberation front,” as he would later call it, after becoming frustrated with the
system’s inaccessibility.\footnote{Id.} Schultze soon realized, however, that PACER
houses hundreds of millions of court records, and that the number of
records that he could manually download would amount to nothing more
than a drop in the ocean.\footnote{Id.} So, instead, Schultze created a computer program
that could download bulk records from PACER and automatically save
them to a thumb drive.\footnote{Id.} Schultze gave the program to a fellow hacker
named Aaron Swartz, who then proceeded to download around 2.7 million
public court records from PACER for free from an account created by one
of the libraries participating in the pilot program.\footnote{Id.}

The federal government was not happy when it learned that Swartz had
downloaded metadata, docket sheets, and court records for roughly 20% of
the information stored in PACER.\footnote{Id.} Government officials promptly
suspended PACER’s free-access pilot program, “pending an evaluation.”\footnote{Id.}
According to a \textit{New York Times} report on the incident, “A couple of weeks
later, a Government Printing Office official . . . told librarians that ‘the
security of the Pacer service was compromised,’” and that “‘[t]he F.B.I.
[wa]s conducting an investigation’” into the matter.\footnote{Id.} Nevertheless, the

\footnote{Id.}

\footnote{Steve Schultze, \textit{PACER, RECAP, and the Movement to Free American Case Law},
VOXPOPULII (Feb. 3, 2011), http://blog.law.cornell.edu/voxpop/2011/02/03/pacer-recap-and-
the-movement-to-free-american-case-law/.

\footnote{Id.}

\footnote{Id.}

\footnote{Id.}

\footnote{Id.}

\footnote{John Schwartz, \textit{An Effort to Upgrade a Court Archive System to Free and Easy}, \textit{N.Y. Times},
Feb. 13, 2009, at A16 (reporting that Aaron Swartz, “a 22-year-old Stanford dropout and
entrepreneur . . . managed to download an estimated 20 percent of the entire database: 19,856,16
pages of text,” prompting the government’s suspension of its pilot program providing free access
to PACER).

\footnote{Id.}

\footnote{Id.}
data that Swartz had downloaded from PACER found its way to Carl Malamud’s website where it remains free to download.\textsuperscript{101} The FBI eventually dropped its investigation into Swartz’s mass download,\textsuperscript{102} perhaps realizing that Swartz had broken no laws by downloading public records from PACER and reposting them to the web.

The recent efforts of Malamud, Schultz, Swartz, and countless other open-access advocates have reignited the debate over whether PACER should be accessible to the public free of charge. Sensing that this would not happen anytime soon, Schultz and a team of undergraduates from Princeton created a clever web application called “RECAP” (whose slogan is “turning PACER around”) that users can download and run from within their browser when they log into PACER.\textsuperscript{103} For every court record that a user downloads from PACER, the program saves a duplicate copy to its own database, which it then makes available to the public for free.\textsuperscript{104} In return, the program alerts users when they come across court records in PACER that are available for free in RECAP’s database, thereby saving the user the expense of having to download the document from PACER.\textsuperscript{105} Since creating the program, Schultz estimates that RECAP has freed millions of records previously trapped behind PACER’s pay wall.\textsuperscript{106} As a result, startups are now able to develop and tinker with new web applications that let lawyers leverage PACER’s litigation data on a large scale at little or no cost.

\begin{itemize}
\item[b.] \textbf{PACER Alternatives}
\end{itemize}

No single company has had a more profound impact on disseminating the rule of law than West Publishing. Established in 1879 by two brothers, John and Horatio West,\textsuperscript{107} the company now dominates the roughly $18 billion

\begin{itemize}
\item[104] Id.
\item[105] Id.
\end{itemize}
market for legal information. Over the last few decades, the publisher’s model for distributing legal information has changed dramatically due to technological innovations. In 1973, LexisNexis shook up West’s comfortable monopoly in the legal-publishing space by introducing the world’s first database of electronic legal texts. Two years later, West introduced its own electronic case database, and so began the race to digitize the law.

The next major paradigm shift in legal publishing occurred with the widespread adoption of web browsers that provided lawyers with instant, remote access to a wealth of electronic legal information that previously required a trip to the courthouse. Westlaw and Lexis quickly moved their respective digital content to the web and began charging law firms considerable subscription fees for access. Rather than developing sophisticated natural-language search algorithms to help lawyers more effectively identify relevant sources, Westlaw simply applied its print-based topical index, called “KeyCites,” to its web-based legal content, which has since grown into a hyperlinked matrix of more than 100,000 topics and subtopics. Even today, it is clear that Westlaw still views itself as a traditional publishing company rather than a technology company. Rather than investing in and refining machine-learning algorithms capable of automatically indexing new cases with a high degree of accuracy as they are added to its databases, Westlaw still employs an army of pricey legal experts to manually sift through, summarize, and classify each source before making it available online.

Having fattened on the fruits of their duopoly over the last couple of decades, Westlaw and Lexis’s failure to innovate is hardly surprising.


110 Id.

111 Susan Nevelow Mart, The Case for Curation: The Relevance of Digest and Citator Results in Westlaw and Citator Results in Westlaw and Lexis, 32 Legal Reference Services Quarterly 13 (2013).

112 David Hall, Google, Westlaw, LexisNexis and Open Access: How the Demand for Free Legal Research Will Change the Legal Profession, 2012 Syracuse Sci. & Tech. L. Rev. 119, 122 (2012) (“West and Lexis have struggled to keep up with the times and have been slow to react to customers’ evolving expectations with electronic research. A large part of their reluctance to change was due to their position as a firmly entrenched duopoly.”).
Rather than investing in new features and competing on the basis of technology, the two companies have, in the past, simply used their deep cash reserves to acquire promising startups that might one day pose a competitive threat.113

But a new breed of legal-technology startups are emerging that offer a promising glimpse into the future of legal research. A future where web applications allow attorneys to not only search for and sift through legal authority, but also to learn about the tactics of their opposing counsel, the tendencies of their judge, and other behavioral aspects of litigation that tend to influence the outcome and cost of litigation ahead of time. In fact, lawyers in certain practice areas have already begun to make important strategic decisions based on trends and patterns in litigation data revealed through their use of these services.

Leading the way in the emerging renaissance in legal research is a web-startup called Lex Machina, Latin for “law machine.” Lex Machina114 was founded in 2006 as an interdisciplinary project between the Stanford Law School and Stanford University’s computer science department to bring transparency to intellectual-property litigation. Today, attorneys handling bet-the-company patent litigation use Lex Machina’s web-based analytics service to surface trends and patterns in historical patent litigation to more accurately forecast costs and more effectively evaluate various case strategies.

---

113 See generally Kendall, F. Syngalas, Legal Information Buyer’s Guide and Reference Manual 8-15 (2005) (“In the last twenty years of the 20th century, the world of legal publishing has been dramatically altered as a consequence of corporate acquisitions and mergers. While small legal publishers continue to enter the fray, many leading legal publishing houses have been acquired by major international conglomerates.”). Between 1980 and 2005, Thomson Corporation had acquired over a dozen competitors in the legal-information space:


Id.

114 Formerly known as the Stanford Intellectual Property Litigation Clearinghouse.
The service scrapes PACER for new cases involving intellectual property on a nightly basis. Whereas Westlaw manually assigns KeyCites to the legal opinions stored within its databases, Lex Machina does so through a combination of human reviewers and a proprietary algorithm that automatically parses and classifies the outcome for each case that the service extracts from PACER. After extracting, processing, and scrubbing the data, Lex Machina visualizes aggregated case data for a particular judge, party, attorney, or law firm with analytics that allow users to quickly discern trends and patterns in the data that may affect the cost or outcome of their case.

A number of other recent startups have similarly pledged to build applications that provide attorneys with “a new view on legal research”\(^\text{115}\) Ravel Law, for example, is a search engine for legal opinions that displays the citation network for a given legal concept. Whereas Westlaw and Lexis stack search results in a column, often burying important cases pages back in search results, Ravel Law visually represents the most important case on a particular topic as a hub, with numerous spokes pointing to subsequent cases that have cited it. The size of the hub reflects the relative number of cases that cite it. The frequency with which courts cite a particular case often signals that case’s influence over a given area of law or relevance to a particular legal concept. Until Ravel Law’s launch in 2013, lawyers using Westlaw could not glean such insights into the Judiciary’s citation networks without manually plotting each case citation by hand. Whereas manual plotting would have taken days and perhaps even weeks, Ravel Law condenses the process into a matter of seconds.

Another interesting legal startup that has attracted considerable attention despite the fact that it has yet to launch is Judicata. Judicata will attempt to compete directly with Lexis and Westlaw through superior search technology that “us[es] highly specialized case law parsing and algorithmically assisted human review to turn unstructured court opinions into structured data.”\(^\text{116}\) The company’s goal is to then “leverage that data to build legal research and analytics tools that are an order of magnitude better than existing offerings.”\(^\text{117}\) The ambitious startup has already attracted big-

\(^{115}\) RAVEL.LAW.COM.


\(^{117}\) Id.
name investors like PayPal cofounder-turned-angel-investor Peter Thiel, who has a background in both pattern recognition through his work on fraud detection at PayPal, and through his more recent involvement with Palantir, a web-based platform that helps government data analysts detect unlawful activity by visualizing trends and patterns in data.

III. LAWYERING IN THE SHADOW OF DATA

A. Understanding the Lawyer–Machine Symbiosis

To appreciate the power and limitations of software as a tool for gleaning insights from aggregated legal data, it is helpful to consider the application of data-crunching software to another domain: chess. For centuries, chess was viewed as a game of human intellect; a yard-stick for measuring the human mind. People used words like “genius” and “prodigy” to describe those who had demonstrated mastery of the game. As computers became increasingly powerful, chess players began to ask whether a computer could out maneuver a human opponent in a chess match. In 1997, computer scientists at I.B.M. accepted the challenge by “teaching” a computer, dubbed “Deep Blue,” to play chess. The scientists trained Deep Blue by feeding it loads of data from previous matches played by chess grandmasters. When Deep Blue faced off against Garry Kasparov later that year, the computer seemed to predict the grandmaster’s every move, beating him in what marked the first time in history that the world’s best chess player had lost to a computer under tournament conditions.

118 A portion of this section expands upon the ideas presented in a lecture given by the cofounder of Palantir Technologies at Stanford University, during which he traced the roots of modern-day predictive analytics to early computer programs capable of beating humans at chess. See Stephen Cohen, The Path of Palantir, ECORNER (Feb. 20, 2013), http://ecorner.stanford.edu/authorMaterialInfo.html?mid=3090.


123 Kasparov, supra note ____.
As computers became increasingly powerful over the years that followed, the question of whether computers could outperform humans in processing information had become rather mundane. Instead, people began to wonder whether the combination of humans and computers working together could outperform a super computer working alone. In 2005, the online chess website playchess.com tested this theory by hosting a “freestyle” chess tournament in which players of varying levels of skill formed teams that could use any resource at their disposal, including computers running chess software.\(^{125}\) To the shock and amazement of the chess world, two amateurs from New Hampshire using off-the-shelf computers and chess software took home the $20,000 first prize, handily defeating some of the world’s best chess players, equipped with the world’s most powerful chess software.\(^{126}\) So what set them apart from the best players in the world equipped with the most powerful chess software in world? As Garry Kasparov would later explain, “Their skill at manipulating and ‘coaching’ their computers to look very deeply into positions effectively counteracted the superior chess understanding of their grandmaster opponents and the greater computational power of other participants.”\(^{127}\) In other words, the average players were able to leverage their computers to a much greater degree than their higher-ranking opponents because they were keenly aware of the limitations of relying on their own personal experiences and intuition, yet also recognized the human component that is so vital to leveraging the computational strength of computers when making decisions.\(^{128}\)

While this insight may have seemed novel and profound to the world of chess at the time, decades earlier, professor J. C. R. Licklider described the working relationship between humans and computers that explains the chess amateurs’ success.

\(^{124}\) Id.

\(^{125}\) Dark Horse ZackS Wins Freestyle Chess Tournament, CHESS NEWS (June 19, 2005), http://en.chessbase.com/home/TabId/211/PostId/4002461.

\(^{126}\) Id.

\(^{127}\) Kasparov, supra note ___.

In the anticipated symbiotic partnership, men will set the goals, formulate the hypotheses, determine the criteria, and perform the evaluations. Computing machines will do the routinizable work that must be done to prepare the way for insights and decisions in technical and scientific thinking. Preliminary analyses indicate that the symbiotic partnership will perform intellectual operations much more effectively than man alone can perform them.\(^{129}\)

What is remarkable about this article is that, despite the dramatic changes in technology since its publication, the administrative tasks that eat up valuable time and Licklider’s vision for how computers might eliminate such waste remain just as prescient today. Licklider offered the following description of how he went about a typical work-day in trying to solve a complex problem:

> About 85 per cent of my “thinking” time was spent getting into a position to think, to make a decision, to learn something I needed to know. Much more time went into finding or obtaining information than into digesting it. Hours went into the plotting of graphs, and other hours into instructing an assistant how to plot. When the graphs were finished, the relations were obvious at once, but the plotting had to be done in order to make them so.\(^{130}\)

Most lawyers have probably experienced similar frustrations when trying to discern winning arguments from losing arguments by reading dozens of opinions over the course of several days or even weeks at the client’s expense. Even more lawyers likely do not even bother, opting to go with their gut instead. Consider, for example, a hypothetical attorney who is considering whether filing a motion to dismiss early in litigation would be a prudent decision. Before an informed prediction about the likely cost or result of such a motion can be made, the attorney must perform a number of mechanical tasks better left to a computer. Such tasks might include searching Westlaw for similar cases, noting the arguments made in each case, and then plotting the outcomes of each case to determine the likelihood that the presiding judge will grant their motion to dismiss, which

\(^{129}\) J. C. R. Licklider, Man-Computer Symbiosis, HFE-1 IRE TRANSACTIONS ON HUMAN FACTORS IN ELECTRONICS 4, 4 (1960).

\(^{130}\) Id.
could take hours or even days to accomplish. Only then will the attorney be
in a position to make a well-informed prediction about the likelihood of
success, forecast the fees and costs associated with preparing such a motion,
and communicate these considerations to their client. At this point the
attorney will have already exhausted a considerable amount of resources,
raising the stakes of the decision.

Unfortunately, as the above hypothetical illustrates, it currently takes far
too long to search for and compile the information needed to make an
informed prediction about the best course of action. Services like Lex
Machina present a solution to this problem by relying on lawyers, judges,
and scholars to do what they do best—coming up with hypotheses (for
example, the United States District Court for the Eastern District of
Virginia is the most “Plaintiff-friendly” forum for disability discrimination
lawsuits)—while letting computers do what they do best—testing these
hypotheses against a large collection of historical data (for example, “of the
+20,000 disability discrimination cases decided in federal courts over the
last twenty years, the Eastern District of Virginia has decided the highest
percentage in favor of plaintiffs”). Note that, in the lawyer–computer
symbiosis illustrated in the example above, it is the attorney, not
the computer, who must apply his or her domain expertise to determine which
questions are important to their client’s case, which data might contain
answers to such questions, and which outcomes should be considered
“favorable.”

B. How Big (Legal) Data Changes the Game

As mentioned in the Introduction, we believe that big data differs
qualitatively from the technological changes of the last few decades. Word
processors, photocopiers, billing software, email, and online case databases
mostly streamlined tasks that lawyers were already doing. Lawyers were
sending notes and letters before email, making carbon copies before Xerox,
and drafting legal documents long before WordPerfect. A few tasks gave
way to complete automation, but most merely became more efficient, more
replicable, and used less space.

Despite this electronic streamlining, the approach to lawyering was much
the same. Legal rules dominated the approach to practice. Legal advice
would center on the rules and their mandated outcomes—case law, statutes,
and regulations. Legal analysis meant applying the law to the facts, making
comparisons, distinctions, analogies, and normative arguments. Legal
predictions were assessments of the probability that a client’s situation—set
of facts—would trigger a particular legal rule, thereby compelling a given
outcome. Legal advice instructed clients how to work within or around the rules. Where the rules conferred broad discretion on judges or regulators, lawyers had to cope with uncertainty.

Most cases settle before trial, and most transactions do not result in litigation. Even so, negotiations and bargaining, whether over contracts, plea bargains, or lawsuit settlements, have traditionally taken place in the shadow of the trial, as most cases are resolved in lead up to trial based on the parties and lawyers’ expected outcome at trial, discounted by the money that they expect to save by not having to proceed to trial.131 The technologies that lawyers embraced still functioned within this paradigm. Online case research, conference calls, drafting documents on laptops, scheduling with smartphones—still takes place in the shadow of the trial.

Big data moves lawyers away from the shadow of the trial and into the shadow of data. Software designed to surface trends and patterns in legal data as described above provide attorneys with powerful tools for gleaning relevant, practical insights into dynamics that affect litigation beyond the black-letter law. A judge’s tendency to grant or deny certain motions may tell the lawyer more about her next decision than the statutory verbiage governing the circumstances. Similarly, knowing which judges or jurisdictions, if any, move dockets along quickly, micromanage settlements or discovery, love or eschew special masters—in the last year or last decade—are trends that lawyers can now obtain and consider. Big data yields clear behavioral profiles, charted across time, of opposing parties, opposing counsel, judges in an alternate forum, and so on. Discretionary rulings shed their uncertainty and become a matter of pattern matching and predictions. Big data changes the approach to lawyering, because it adds to decision making a large dimension besides the legal rules. Of course, the computer will not tell the lawyer what to do—but it completely changes the context for strategic decision-making.

When lawyers refer to relying on their “instinct” or “experience,” we assume that they are not talking about the legal rules. Lawyers are not claiming that they trust hunches about statutes or case precedents that they could simply look up, but rather their hunches about the leanings of a particular judge or jury, the resolve of the opposing party or lawyer, or the salesmanship of a witness. Such intuitions are experience-based inferences about the tendencies of certain individuals to behave in certain ways, drawn from the lawyer’s personal observations or discussions with his or her colleagues. In other words, in addition to looking up legal rules to ascertain the mandated disposition of an issue, lawyers also engage in unscientific profiling of the other characters involved in a matter. Therein lies the main value, both to the client and to prospective lateral-hire employers, of legal experience—the rather intangible knowledge about how things work and how key players in a legal matter behave.

Up to now, technological advances in law practice had almost nothing to do with this component of lawyering, that is, the lawyer’s experience-based inferences, hunches, or predictions. Instead, rolodexes moved to databases, bookkeeping moved to spreadsheets, meetings moved to conference calls, and so on. Certain manual tasks gave way to automation. The software enabling lawyers to make decisions based on data differs from previous technological changes in that it directly relates to experience-based inferences, except that a lawyer can glean insights in minutes that previously would have taken years of observations and personal interactions to acquire.

C. Coasean Bargaining in the Shadow of Data

A feature of big data completely ignored in the legal and social science literature up to now is its potential to affect bargaining and negotiations by lowering information costs and information asymmetries. Nearly everything written about big (legal) data has been in either marketing material or policy literature discussing privacy concerns.

---


From a Coasean\textsuperscript{134} standpoint, lower transaction costs make bargains more likely—and make legal rules in the surrounding environment less important for the eventual outcome.\textsuperscript{135} Information costs and asymmetries are primary transaction costs for all forms of lawyering outside the courtroom—contract negotiation and drafting, settlement talks, plea bargaining, and the full range of transactional work.\textsuperscript{136} Lower transaction costs make it easier to negotiate under, or around, the legal rules.\textsuperscript{137} The Coase Theorem suggests\textsuperscript{138} that bargains become more likely to occur as transaction costs decrease,\textsuperscript{139} and Coase identifies information costs as a

\textsuperscript{134} See R.H. Coase, \textit{The Problem of Social Cost}, 3 J.L. & ECON. 1 (1960). Coase’s article helped launch the law and economics movement in the legal academy; citations to it have become ubiquitous in the academic literature. For an excellent overview of the subsequent literature and Coase’s reaction to the impact of his article, see Daniel Farber, \textit{Parody Lost/Pragmatism Regained: The Ironic History of the Coase Theorem}, 83 VA. L. REV. 397 (1997).

\textsuperscript{135} The Coase Theorem posits roughly that legal rules or rights matter least where parties have the most opportunity to negotiate; conversely, rules and rights matter more when parties have less opportunity to bargain around the laws. This is my paraphrasing; Coase himself did not provide a one-sentence version of his argument in his original article, and he attributed the moniker “Coase Theorem” to the economist Joseph Stigler. See R.H. COASE, THE FIRM, THE MARKET, AND THE LAW 157 (Univ. Chi. Press, 1988).

\textsuperscript{136} See Eugene Kontorovich, \textit{The Constitution in Two Dimensions: A Transaction Cost Analysis of Constitutional Remedies}, 91 VA. L. REV. 1135, 1150 n.29 (2005) (“Transaction costs, broadly defined, sometimes purchase real benefits. Some types of transaction costs—such as the costs of negotiating contracts, which involve obtaining information about the value of the thing being contracted for—allow prospective purchasers to evaluate whether the transaction should proceed.”).


\textsuperscript{138} As Coase observed, “It is always possible to modify by transactions on the market the initial legal delimitation of rights. And, of course, if such market transactions are costless, such a rearrangement of rights will always take place if it would lead to an increase in the value of production.” Coase, \textit{supra} note \textsuperscript{139}, at 15.

\textsuperscript{139} See generally Coase, \textit{supra} note \textsuperscript{139}. Coase’s article is widely considered to be the most-cited article of all time in legal scholarship. See, e.g., Stewart Schwab, \textit{Coase Defends Coase: Why Lawyers Listen and Economists Do Not}, 87 MICH. L. REV. 1171, 1189 (1989); R. H. Coase, \textit{The Problem of Social Cost: The Citations}, 71 CHI.–KENT L. REV. 809 (1996); Farber, \textit{supra} note \textsuperscript{139}, at 399.

\textsuperscript{140} See also Johnathan R. Macey, \textit{Transactional Costs and the Normative Elements of the Public Choice Model: An Application to Constitutional Theory}, 74 VA. L. R. 471, 478–79 (1988) (pointing out that the transaction costs don’t actually have to be that low—a purely rational actor will invest $99.99 to get $100 from the government, while a more “rational” rational actor will still spend a good deal of money). Macey also points out that this cost is highly inefficient—it’s
primary category of transaction costs overall. Big data lowers information costs and information asymmetries between parties; bargains are therefore more likely to occur. Bargains become easier to initiate and consummate.

A more subtle effect of big data on lawyering, from a Coasean perspective, is that legal rules or procedures governing the situation have less import—a corollary of the Coase Theorem. As big data facilitates bargaining by lowering information costs and asymmetries, a side effect is the dilution of various legal rules surrounding the subject of negotiation. Transaction costs—the things that prevent people from agreeing automatically—are what animate the legal rules, or give them their verve.

The Coase Theorem implies that ex ante legal rules and entitlements matter less when parties can easily transact around them.

In the real world, Coase emphasized, transaction costs vary greatly but are never zero. The import of the relevant legal rules or rights would therefore correlate with the transaction costs present in a given situation. Where transaction costs are low, bargaining becomes easy, and the legal

money spent to transfer wealth, rather than money spent to generate wealth, and represents a “deadweight cost”. Id.

141 See Daniel B. Kelly, Strategic Spillovers, 111 COLUM. L. REV. 1641, 1659 n.56 (2011) (“‘Coasean bargaining’—frictionless negotiation with zero transaction costs—assumes not only the absence of bargaining costs but also perfect information.”).

142 See Dru Stevenson, Jury Selection and the Coase Theorem, 97 IOWA L. REV. 1645, 1654–58 (2012); Russell Korobkin, The Status Quo Bias and Contract Default Rules, 83 CORNELL L. REV. 608, 623 (1998) (“Economic analysis thus suggests that default rules matter in only a subset of the total number of contractual relationships. If transaction costs are low and information is distributed symmetrically between the parties, they will negotiate efficient contracts regardless of the content of default rules.”).

143 See Thomas W. Merrill & Henry E. Smith, Making Coasean Property More Coasean, 54 J.L. & ECON. 77, 78 (2011) (coining the phrase “Coase corollary” for the notion that “in a world of zero transaction costs, wealth maximization will occur regardless of the nature and scope of property rights”); see also Coase, supra note __, at 15–19; R.H. COASE, THE FIRM, THE MARKET, AND THE LAW 178 (1988) (“The same approach which, with zero transaction costs, demonstrates that the allocation of resources remains the same whatever the legal position, also shows that, with positive transaction costs, the law plays a crucial role in determining how resources are used.”).


146 See Merrill & Smith, supra note __, at 92–99; Stevenson, supra note __ at 1654–58.
rules exert less control over the eventual allocation of resources. As big data provides parties with significantly more information and reduces uncertainty about other parties, trends in the courts, and even external transaction costs (such as the length of time typically involved in enforcing an agreement in the courts), a primary hurdle to agreements disappears.  

In sum, an important implication of lawyering in the shadow of data is that the newly available information should facilitate more bargaining, agreements, settlements, and other legal transactions. As bargaining or consummating deals is an important part of what lawyers do, big data should prove incredibly useful for practitioners who strike the right balance between intuition, personal experience, and behavioral insights gleaned from aggregated legal data. At the same time, a side effect of the reduced information costs is that it is also easier to bargain around certain legal rules and assignments of rights, which could have important policy implications beyond the scope of this Article. Surprisingly, the Coasean implications of big data have so far received zero attention in the legal academic literature, the business academic literature, and the social science literature.

IV. THE LIMITS OF LAWYERING IN THE SHADOW OF DATA

So far, this Article has explored how summarizing trends and patterns across historical data allows individuals to make better predictions about various measurable aspects of litigation. The ability to predict litigation outcomes in particular rests on the assumption that such outcomes are not entirely random. It is hardly controversial to suggest that litigation outcomes are not entirely random given the important role that precedent plays in guiding judicial decisionmaking. Historical litigation data lends

147 See Joseph Blocher, Institutions in the Marketplace of Ideas, 57 DUKE L.J. 821, 839 (2008) (“Coase . . . divided transaction costs into four categories: search, information, negotiation, and enforcement. Contrary to the neoclassical model's assumptions of perfect information and costless exchange, Coase recognized that these costs distort the market, making the mathematical predictions of neoclassical models largely inapplicable in the real world. Every transaction cost, he realized, is a small market failure.”).

148 See, e.g., Barry E. Adler & Ian Ayres, A Dilution Mechanism for Valuing Corporations in Bankruptcy, 111 YALE L.J. 83, 148 (2001) (“Where markets are thick, information full, and transaction costs low, either markets or structured negotiation backed by judicial determination will allow a financially distressed firm to reorganize easily in a manner consistent with absolute priority.”). For a similar application of transaction cost analysis to policymaking, outside the arena of big data, see Guy Halfteck, Legislative Threats, 61 STAN. L. REV. 629, 701 (2008) (“Group organization increases the likelihood of group-wide compliance and renders legislative threats more effective as catalysts of reform. Moreover, the tendency towards organization reduces the transaction costs of regulatory bargaining, consequently enabling legislators and groups to share information, negotiate, and design superior regulatory measures.”).
itself to predictive modeling because judges, particularly district court judges who cannot “make” new law, are generally bound by the decisions of their appellate-level predecessors. This principle is often referred to as “stare decisis,” which is Latin for, “To stand by things decided.”

A. The Predictive Value of Precedent

The Judiciary’s preference for predictable decisions serves several salutary interests that are vital to the preservation of a healthy legal system. First, basic fairness dictates that judges reach similar results in similar cases.\(^\text{149}\) Predictable decisions “foster[] reliance on judicial decisions, and contribute[] to the actual and perceived integrity of the judicial process.”\(^\text{150}\) Moreover, a judge who delivers rulings that are consistent with his or her previous rulings reduces legal uncertainty, which, in turn, allows individuals and organizations to plan their affairs with little fear of unanticipated legal consequences.\(^\text{151}\) The absence of predictable outcomes, on the other hand, stifles personal growth and economic progress.\(^\text{152}\) For these reasons and many more, courts have a vested interest in deciding issues in a manner that is consistent with precedent. This, in turn, enhances the predictive value of historical trends and patterns gleaned from litigation data analytics.\(^\text{153}\)

The fact that laws change over time does not strip historical litigation data of its predictive value. While some laws do indeed change, the change tends to be incremental, thereby reducing the number of outlier decisions that defy precedent.


\(^{150}\) Payne v. Tennessee, 501 US 808, 828 (1991); see also Burnet v. Coronado Oil & Gas Co., 285 U. S. 393, 406 (1932) (Brandeis, J., dissenting) (arguing that, “in most cases,” it is more important “that the applicable rule of law be settled than it be settled right”).


\(^{153}\) Andrew Stranieri & John Zeleznikow, Knowledge Discovery from Legal Databases—Using Neural Networks and Data Mining to Build Legal Decision Support Systems, in INFORMATION TECHNOLOGY AND LAWYERS 81, 82 (2006).
B. Self-Fulfilling Prophecies and Self-Defeating Predictions

Even forward-looking forecasts based on highly predictive historical data, however, can, and do, fail for a variety of reasons worth exploring. Predictions can fail due to people confusing signals and noise in the data set;\(^\text{154}\) others fail because of misinterpreted lines of causation, still others because of unique, unpredictable “black swan events”\(^\text{155}\); and some predictions become self-cancelling or self-fulfilling as richer information becomes available to a wider range of actors. Noise-signal problems are not unique to law, and are an ever-present hazard for any superficial or amateur attempt at data analysis.

Particularly problematic for law, however, are the self-fulfilling and self-nullifying tendencies of certain predictions. For example, there are instances where statistical predictions related to law or enforcement become self-fulfilling or reinforcing (as when police use statistics to identify the high-crime neighborhoods, shift resources to that neighborhood, and then find that the arrest numbers, and hence the “crime rate,” increase or get worse).\(^\text{156}\) This is a type of feedback effect—an informational input for decision makers skews the decisions toward more of the same information.

In contrast, other cases illustrate how legal data becomes self-negating, as when a court with a record of favoring plaintiffs thereby attracts plaintiffs with increasingly meritless cases, so eventually numbers revert to the mean.\(^\text{157}\) This is a type of rebound effect, where a decision maker’s informational input affects the decisions in such a way as to make the information an inaccurate predictor. In other words, a disparity with strategic significance for parties, once widely known, will tend to attract marginal parties for the side favored, and repel marginal parties for the disadvantaged side, so that outcomes eventually even out over time. Statistician-turned-columnist Nate Silver points to drivers’ use of GPS traffic information to find the least congested route across Manhattan as one example of self-defeating predictions; when too many drivers follow the

\(^{154}\) See generally Nate Silver, The Signal and the Noise (2012).

\(^{155}\) See generally Nassim Nicholas Taleb, The Black Swan (2007).


\(^{157}\) The “judicial-hellhole” phenomenon—where a streak of plaintiff win creates a type of litigation gold rush—seems to reflect a bandwagon benefit, at least in the short term, but becomes self-nullifying over time due to the self-selection or screening effects of marginal plaintiffs and defendants.
data about the least-congested thoroughfare, that route quickly becomes the most congested.  

Assuming that predictions become easier and more accurate with the advent of accessible data, a crucial question for the legal system is, which predictions carry the risk of becoming self-fulfilling, and which could become self-defeating. The answer seems to depend primarily on two variables: information asymmetries and binary strategic incentives. Returning to Nate Silver’s work, apparently the primary factor determining which way a prediction will tip is whether the individual decision maker seeks “bandwagon benefits” or, in contrast, hopes to gain an insider advantage. Politicians hope to gain bandwagon benefits in the form of additional votes by courting public endorsements from influential celebrities. One study showed that, in 2008, President Barack Obama gained as many as 1 million additional votes thanks to the “Oprah Effect” alone. Savvy politicians know that elections are won and lost based on crowds lurching in their direction; the most effective politicians know how to garner support by jumping on a bandwagon that has momentum.

Infected patients (Silver’s second example) are better off when there is a higher chance of a doctor’s visit yielding a quick diagnosis and readily available treatment, which is more likely when the disease is a case that the physician is seeing frequently, as in a publicized outbreak or minor epidemic. Drivers, in contrast, have the exact opposite utility function—they want the road less traveled, or at least the one less congested at that moment. For litigants, the same dichotomy is also supremely important in determining which way legal predictions will tip. These examples highlight how strategic incentives—especially in instances with binary choices or two-sided competitions—can turn informational richness into a self-cancelling or self-fulfilling phenomenon.

Yet information asymmetries also play a critical role in deciding the reliability of predictions, especially in determining whether a prediction will trend at all toward self-fulfillment or self-defeat, or whether the original prediction will prove accurate. Bandwagon benefits tend to occur where information is widely distributed among decision makers in the same “ecosystem” (for example, traffic patterns and celebrity endorsements). Private information, on the other hand, leads to information asymmetry,
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158 Silver, supra note ___, at 219.

which changes the dynamic by eliminating crowd responses and allowing one party to exploit the prediction to the disadvantage of another. With crowd-response examples, public information is desirable for those seeking bandwagon benefits, as bandwagon effects thrive on information feedback loops. When incentives are more competitive, rather than collaborative, public information eliminates many chances for opportunism by the parties, as everyone is on equal footing, can glean from the same predictions, and can predict the reactions of others to the original predictions.

Litigation is inherently competitive and access to PACER data on the scale required for super crunching, however, is prohibitively expensive for many litigants. Predictions based on big (legal) data can become self-fulfilling or self-nullifying depending on the degree of information asymmetry present in a given case and the extent to which the parties’ incentives are a zero sum game. If all the parties know, for instance, that a particular judge or jurisdiction is more favorable to plaintiffs, the tendency will be for marginal defendants to avoid it if at all possible and marginal plaintiffs to seek it. This, in turn, will eventually lead to fewer plaintiff-friendly outcomes as the number of frivolous cases rises. Thus, widely available information (low informational asymmetry) coupled with an incentive to beat the crowds will normally yield self-defeating predictions as rich data becomes increasingly accessible to the masses.

Litigation is inherently competitive, while transactions are inherently collaborative—though both can have elements of exploitation/opportunism or mutual benefit. Data-driven legal predictions can become self-fulfilling or self-nullifying depending on the information asymmetries and the extent to which the parties’ incentives are a zero sum game. If all the parties know, for instance, that a particular judge or jurisdiction is more favorable to plaintiffs, the tendency will be for marginal defendants to avoid it and marginal plaintiffs to seek it, eventually pushing a reversion to the mean. Thus, widely available information (low asymmetries) combined with beat-the-crowd strategic incentives may sometimes yield self-negating predictions as rich data becomes available.

On the other hand, a type of bandwagon effect for lawyers can occur where a jurisdiction has a large body of precedents on an issue, as this benefits all parties by reducing uncertainty and fostering earlier settlements. In that case, the information becomes self-reinforcing. The widely available information in this scenario, combined with bandwagon benefits, yields self-fulfilling prophecies.
In litigation, as in military conflict, business, politics, and just about any other competitive facet of life, success often depends on access to information. Better intelligence leads to more accurate predictions and smarter decisions. In the context of litigation, this might include predictions about the strategic advantages and disadvantages of filing a lawsuit in a particular forum, which arguments will appeal to a particular judge, the type of tactics to anticipate from the opposing counsel, the cost of litigating a case to trial, and the list goes on. Recognizing that relevant information is a valuable resource in the adversarial context of a lawsuit, law firms and their clients are willing to pay sizeable sums for access to the vast trove of information stored in Westlaw and Lexis. Some have gone so far as to accuse wealthier litigants who are able to afford access to unpublished opinions compiled by Westlaw or Lexis as gaining an unfair advantage over their adversaries without such access.\footnote{See, e.g., Patrick J. Schiltz, \textit{The Citation of Unpublished Opinions in the Federal Courts of Appeals}, 74 FORDHAM L. REV. 23, 78 (2005) ("In the past, some have also argued that, without no-citation rules, large institutional litigants (such as the Department of Justice) who can afford to collect and organize ‘unpublished’ opinions would have an unfair advantage."); Lauren K. Robel, \textit{The Myth of the Disposable Opinion: Unpublished Opinions and Government Litigants in the United States Courts of Appeals}, 87 MICH. L. REV. 940, 955–59 (1989) (describing how repeat litigants gain an advantage over one-time litigants by circulating unpublished opinions among lawyers to help make decisions regarding case strategy, settlement, and whether to appeal).}

Thus, the predictive value of legal data in the context of litigation will sometimes depend on information asymmetries. The degree of asymmetry will, in some cases, determine whether the information remains advantageous for its users, or becomes self-defeating over time.

Information asymmetries will likely remain prevalent given the high costs required to access, aggregate, process, and analyze large pools of litigation data.\footnote{See supra Part II.} The last two decades have already seen a widening gap in the financial status of firms and parties, and this gap will translate into wide gaps in how much information each side is willing or able to purchase. To the extent that asymmetries prevail, the observations and predictions from big (legal) data will generally avoid becoming self-defeating or self-fulfilling, and will instead merely work to the advantage of the side with better intelligence.

From a public policy standpoint, self-negation of information can produce a social good. For example, it can produce more consistency or uniformity between judges, which serves the goal of having similar litigants obtain equal results in every court. A judge may feel concerned about her...
reputation if the data reveals a pattern of bias, delays, or haste, and the judge could accelerate the pace of self-correction of the prediction by modifying her own behavior. The information would self-correct eventually anyway as parties will become aware of the bias and settle before trial, or become aware of the delays or haste and seek other venues. Self-negation could also lead to earlier settlements where defendants determine, from an actuarial standpoint, that they stand to lose more by trying their luck at trial rather than settling the matter at the outset of litigation.

C. Black Swans

Surprise events can upset predictions, especially those based on the frequency of prior occurrences. Natural and man-made disasters, if they strike by surprise, can interrupt court processes, abruptly alter public opinion (thus impacting jurors, parties, and judges), and can disrupt markets (including currency values), which can change the stakes of a given case. Even personal events that come as a surprise—a judge or lawyer having to step aside due to health problems—can nullify even a well-researched, well-analyzed prediction. Such “shocks” are ironically a familiar part of life, of course. The other side of the equation, however, is the tendency for predictions to foster systemic fragility. This is the core insight of bestselling author Nassim Nicholas Taleb, in his trilogy on uncertainty—*Fooled by Randomness, The Black Swan, and Antifragile*—that information abundance and the aggregate of predictive decisions can create an entirely new set of looming disasters, apart from what nature serves up.

Predictions and information present hazards in three ways: (1) decision makers tend to be overconfident when relying on forecasts, so they take more risks; (2) forecasters and decision makers tend to undervalue low-probability, high-stakes risks; and (3) over time, entire systems (institutional strategies and processes) grow up around the information, so that sudden variations can cause exponentially greater catastrophes due to the increased interdependency within the entity. Systemic efficiency—the elimination of redundancies, usually by centralized planning—makes systems more fragile, more like a house of cards. The insidious flipside of the “too big to fail” idea is that the same entities have become too big not to fail.162 Taleb contrasts “fragile” institutions and individuals with those that are “robust”—independent enough to endure systemic shocks and unforeseen events. Nature offers many examples of robustness—the ability of vegetation to regrow after defoliation, animal populations rebounding
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after an epidemic, and so forth. A third category—much rarer, and to Taleb, much more desirable—is what he dubs “antifragile,” that is, individuals and entities that benefit from shocks of all types. In the abstract, the legal profession is quite robust, as evidenced by its antiquity. In the American context, the legal profession has even been rather antifragile, as Taleb would define the term, as sudden events causing social upheaval (catastrophic storms, wars, plane crashes, mass torts, crime sprees, market spikes or collapses, etc.) often create a gold rush for lawyers.

Yet the legal profession is changing in the age of big data. The availability of tools for harvesting insights from big (legal) data enables tighter coordination between parties, lawyers, and judges, as each of these players has access to far more information about the others, and can more accurately predict their responses to various courses of action. Reduced information costs, as a subset of transaction costs, fosters more bargaining, yielding earlier and more frequent agreements. Tighter coordination means greater efficiency in that the reduction in information costs, as a subset of transaction costs, encourages bargaining in a greater number of cases, at an earlier stage in the pretrial litigation process. Thus, practitioners are beginning to step outside of the shadow of trial and are instead beginning to make important value judgments about their case in the shadow of data.

The downside is that tighter coordination raises the stakes for systemic errors or systemic effects from a breakdown in any part of the arrangement. This is not a reason to eschew big data, but rather an inherent feature of it that users should keep in mind. Taleb’s main insight is not that unpredictable events happen, but that modern economic and political systems are more vulnerable to systemic shocks or disruptions because their tight coordination centers around precise, statistical predictions, allowing no room for error, play, or disruption by a low-probability event.

Taleb’s “black swan” scenarios, fragile systems, and so on are largely a response to the advent of big-data-based decisionmaking in the financial sectors (but also in the health case and educational systems, which have become increasingly complex, but also increasingly interdependent). Simply put, data—especially statistical data—fosters interdependency in complex systems, and interdependency carried the inherent potential for system-wide disruptions or catastrophes. As the legal system begins to embrace the amazing potential of big data, we expect more interdependency and tight coordination as statistical predictions furnish the basis for more decisions (by lawyers, parties, and judges). Such increased interdependency, of course, increases the vulnerability to systemic disruptions or shocks. Again, this is not a reason to avoid big data, but it is
something that sophisticated users of the data should recognize, and for which they may want to compensate or hedge in some way.

V. CONCLUSION

A seismic shift is underway in the legal profession, whereby lawyers are increasingly supplementing their intuition and practice experience with insights gleaned from big (legal) data to inform their judgment. The increasing accessibility of legal data and continued refinement of analytics for mining it will alter the skillset and approach of lawyers who embrace these tools. The analytics platforms that are facilitating this shift will not, however, supplant practicing attorneys, rather, these platforms will complement their skills, knowledge, and experience. While algorithms may be able to process and summarize trends and patterns in historical litigation data far more accurately and efficiently than their human counterparts, it is ultimately the lawyer’s job to draw on their experience and intuition to determine which trends and patterns are relevant to a given situation, and how to act on such insight.

Even so, our point here has not been to promote technophilia. Tempering our exuberance for new predictive tools should be a more reflective, nuanced approach to predictions generally—a recognition that predictions can backfire, become self-fulfilling, or can even create new systemic risks or institutional fragility. Knowing the limitations of a method or technology ultimately makes it more useful. Risks and recklessness are not the necessarily the same.

Our discussion has therefore been primarily descriptive, but also modestly normative. The descriptive sections explained the new platforms that are available for legal data analysis, and the normative sections explored the pros and cons of using these tools in practice. Most advances in technology merely made lawyers more efficient at doing the same tasks they were already doing. Big data changes the nature of making legal predictions—and thereby promises to change the role of lawyers overall.