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Readmission is a major source of cost for healthcare systems. Hospital-specific readmission rates are
considered an indicator of hospital performance and generate public interest regarding the health care
quality. We aimed to identify those patients who are likely to be readmitted to the hospital. The iden-
tified patients can then be considered by health care personnel for application of preventive alternative
measures such as: providing intensive post-discharge care, managing the conditions of the most vul-
nerable in their home, supporting self-care, and integrating health services and information technology
systems to avoid unnecessary readmissions. Neural Network, Classification and Regression model and
Chi-squared Automatic Interaction Detection models were used for the readmission prediction. All
models were able to perform with an overall accuracy above 80%, with the latter two models having the
advantage of providing the user with the opportunity of selecting different misclassification costs. We
employed C5.0 algorithm to search for recurring pattern in the history or demographics of patients who
have been readmitted and explored if a rule of thumb can be derived to predict those at risk of future
readmissions. Moreover, the key variables influencing readmission were studied based on a large data
set. The most important factors contributing to readmission were determined such as age, sex, number of
previous prescriptions and length of previous stays, place of service, and number of previous claims.
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1. Introduction Hospital-specific readmission rates are considered an indicator

of hospital performance and generate public interest regarding the

Re-hospitalization is a major issue of concern for the U.S.
healthcare system. According to the American Hospital Associa-
tion’s (2013) annual survey of U.S. hospitals, the total number of
admissions exceeded 36 million in 2011 and as the numbers from
the Agency for Healthcare Research and Quality (AHRQ) show,
about one in 10 hospitalizations in 2008 was potentially unne-
cessary (AHRQ, 2010). This problem is costly. For example, in 2008,
$12 billion of Medicare spending went towards potentially pre-
ventable readmissions according to the Medicare Payment Advi-
sory Commission (MedPAC)'s report to Congress (Glenn and
Hackbarth, 2009). Carey and Stefos (2015) found that,overall,
hospitals could expect to save $2140 for the average 30-day
readmission avoided. For heart attack, heart failure, and pneu-
monia patients, expected readmission cost estimates were $3432,
$2488, and $2278, respectively. For high-risk patients, including
those with severe illnesses and complications, those expected
costs more than doubled.
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health care quality. Some policy makers are considering either
rewarding hospitals with low readmission rates or penalizing
those with high rates, and studies have been done to introduce a
consensus method of calculating the readmission rate in order to
make it a more reliable quality-of-care indicator for comparison
and ranking of hospitals (van Walraven et al., 2012).

Research has been done to determine which factors contribute to
early re-hospitalization, mostly limiting the population under study
to the elderly, patients with a specific disease or a certain ethnicity
(Marcantonio et al., 1999; Philbin and DiSalvo, 1999; Ottenbacher et
al., 2000; Shyu et al., 2002; Reuben et al., 2002; Hamner and Ellison,
2005; Wong et al., 2010; Allaudeen et al. 2011; Dunlay and Gersh,
2013; Engoren et al., 2013; Njagi et al, 2013). Much attention has
been given to predicting hospital readmission within a thirty-day
time frame after discharge as a binary value (Marcantonio
et al, 1999; Lagoe et al., 2001; Shyu et al., 2002; Wong et al., 2010;
van Walraven et al, 2012).

Applying a comprehensive dataset that make generalization more
reasonable, we aimed to identify those patients who are likely to be
readmitted to the hospital. The identified patients can then be con-
sidered by health care personnel for application of preventive alter-
native measures such as: providing intensive post-discharge care,
managing the conditions of the most vulnerable in their home,
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supporting self-care, and integrating health services and information literature, which is usually based on a short period of time) for an
technology systems to avoid unnecessary readmissions. In this exceptionally comprehensive population of more than 113,000

research, we investigated the following research questions: patients, inclusive of a range of ages and health conditions. We
developed predication models to identify patients who are more

- What are the key variables influencing readmission? likely to be readmitted and compared the results.
- What is the recurring pattern in the history or demographics of The remainder of this paper is organized as follows. A detailed
patients who have been readmitted? background of the research already carried out on risk-predicting

- What rule of thumb can be derived from these patterns to

h - -k models for hospital readmissions is provided in Section 2. Section
predict those at risk of future unnecessary readmissions?

3 explains the methodology and Section 4 describes the data and
explains the process of data preparation. Section 5 elucidates the

We employed secondary data from a local hospital that recor-
proy v p modeling techniques. A discussion of the results is presented in

ded medical data over three years (in contrast with the extant

Table 1
Risk factors considered as the most important contributors to readmission in previous studies.

Literature

Factors Boult Marcantonio Lyon Reuben Billings Bottle Donnan van Walraven Donzé Total num-
et al. et al. (1999) et al. et al. et al. et al. et al. (2008) et al. (2012) et al. ber of
(1993) (2007) (2002) (2006) (2006) (2013) factors

Age X X
Ethnicity
Sex X X
Availability of an informal X
caregiver
Local admission rate X 1
Not working X 1
Area-level socio-economic X 1
data
High social deprivation X
Sodium level at discharge
Hemoglobin at discharge
Discharge from an oncology
service
Lack of documented patient X 1
or family education
Depression X
Religious participation
Low iron level
Low serum albumin
Taking loop diuretics
Number of respiratory X
medications
Previously prescribed X 1
analgesics, antibacterials,
nitrates & diuretics
Procedure X 1
Admission for an ambula- X 1
tory Care sensitive
condition
Acuity of admission X
Source of admission X
Type of admission X
Clinical condition X
Leg ulcers X
Heart problem X
Diabetes
More than six doctor visits
ER admission during the last X X X
year/last 3 years/ last
6 months
Hospital admission during X X X X 4
the last year/last 2 years/
30 days
Having ever had coronary X
artery disease
Length of stay X X X
Comorbidity X X X
Unable to walk 0.5 mile X
Needing help bathing X
Ability to go out of the X
house without help
Self-rated general health X X X 3
Memory loss X 1
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XXX
— N ;
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Section 4, and Section 7 gives a summary of our research con-
tributions and findings.

2. Background

A growing amount of literature is devoted to developing new
tools for predicting readmission risks (Kansagara et al., 2011), and
these studies vary in target population, objectives and outcome
variables, as well as in the statistical approaches used for predic-
tion. Most previous studies have focused exclusively on elderly
populations (Marcantonio et al., 1999; Shyu et al., 2002; Reuben et
al., 2002; Allaudeen et al., 2011; van Walraven et al., 2012).
Although the underlying hypothesis of these studies is that most
readmissions affect individuals who are over 65 years old, sub-
stantial resources are devoted to younger people being readmitted
as well. Our findings support that elderly people is not the only
group who should be under scrutiny in understanding
readmissions risk.

Some studies focus on predicting readmission for patients with a
particular disease (Philbin and DiSalvo, 1999; Ottenbacher et al., 2000;
Hamner and Ellison, 2005; Dunlay and Gersh, 2013; Engoren et al.,
2013; Njagi et al., 2013), while others constrain the studied population
to a specific ethnicity or race (Shyu et al., 2002; Wong et al., 2010). We
could not find a comprehensive study with a large data set in the
literature to investigate related research questions.

Another interesting point we found in the literature was that
definitions and terms interpretations diverge. Marcantonio et al.
(1999), Lagoe et al. (2001), Shyu et al. (2002), Wong et al. (2010)
and van Walraven et al. (2012) define re-hospitalization as a return
to hospital within a time frame of one month or less. Their
assumption is that choosing a thirty-day time frame increases the
likelihood that poor outcomes are related to the index admission
or the discharge process and are more likely remediable. Lagoe
et al. (2001), on the other hand, handles this issue by defining
readmission as a non-elective return for inpatient care that occurs
for a Diagnosis-related group (DRG) within the same major diag-
nostic category as the DRG of the initial admission.

The most common methods used to predict re-hospitalization
are stepwise logistic regression (Lagoe et al., 2001; Billings et al.,
2006) and multivariate logistic regression (Donnan et al., 2008;
van Walraven et al., 2012). And the most common technique to
evaluate the model performance is to use C-statistic, the area
under the Receiver Operating Characteristic curve (Donnan et al.,
2008; van Walraven et al., 2012; Donzé et al., 2013). Table 1 shows
the different factors previous studies have identified as important
contributors to readmission.

Reviewing previous studies clarifies that most previous studies
in predicting hospital readmissions are limited to applying a single
predictive model, while our research is fairly unique in employing
four different techniques as well as using an exceptionally large
population under study with a long previous history of three

years. In terms of population size, for instance 264, 233, 164 and
80 patients were studied by Shyu et al. (2002), Allaudeen et al.
(2011) and Njagi et al. (2013), respectively, which makes their
results hard to generalize. Moreover, not limiting our data to a
specific age, ethnicity, or disease group makes our analysis more
readily generalizable. Additionally sensitivity analysis on impor-
tant factors contributing to readmission is not covered by previous
works. Finally, using the longer readmission period of one year, as
opposed to the thirty-day time frame often used, makes our
models more practical and useful for health care workers who can
thus create long-term plans in advance.

3. Methodology

To conduct the analysis in this study, secondary data from a
local hospital consisting of 113,000 individuals' medical histories
over three years were used. The data from five datasets of Patients
data, Claims data, Laboratory data, Drug data, and Outcome data
were modified and combined to serve our research.

We aimed to predict the patients' readmission status in the
third year as well as the key driver factors involved in the read-
mission process. The pattern recognition in history of readmitted
patients and possible rules of thumb for spotting most vulnerable
patients to readmission in future were also studied.

To achieve a prediction model that determines which patients
are at greatest risk of being readmitted, we used three models
Neural Network, Classification and Regression model (C&R), and
Chi-squared Automatic Interaction Detection (CHAID). In each
case:

- The overall accuracy was considered as a measure of models
performances; and

- The models were compared to find out which produces the
highest accuracy.

To address the pattern recognition question, a C5.0 algorithm
was employed to search for some rules of thumb that can describe
readmission patterns in the data. Finally, a sensitivity analysis was
carried out to find out how the output of the Neural Network
model changed with respect to variation in input variables. See
Fig. 1 for a display of the steps taken.

4. Data description and preparation

In the following, more information about the data and datasets
are presented:

g

Fig. 1. The steps of our analysis.
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Table 2
List of the field in our 5 datasets.

Dataset Fields Notes

Patient data Member ID
Age at first claim 10 categories
Sex

Claims data Member ID
Provider ID 14,700 categories
Vendor ID 6388 categories

Primary care physician (PCP)
Year in which the claim was made
Generalized Specialty groups.
Place of service

Pay delay

Length of stay

Days since first claim (DSFS)
Primary condition

Charlson Index

Procedure Groups

Member ID

Year

Days since first claim (DSFS)
Drug Count

Member ID

Year

Days since first claim (DSFS)
Lab Count

Member ID

Days in hospital year2

Days in hospital year 3
Claimed truncated

3 categories

7 categories
12 categories

Drug Count data
12 categories
Lab Count data
12 categories

Outcome data

2 categories

1360 categories

13 categories (refer to Table A1 for details)
8 categories (refer to Table A1 for details)

46 categories (refer to Table A1 for details)

A measure of the affect, diseases have on overall illness with 4 categories (Charlson et al. 2008).
17 categories (refer to Table A1 for details)

The year in which the drug prescription was filled

Count of unique prescription drugs filled by DSFS.

The year in which the Laboratory or pathology test was ran.

Count of unique laboratory and pathology tests.

Days in hospital, the main outcome, for members with claims in Y1.
Days in hospital, the main outcome, for members with claims in Y2.
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Fig. 2. Members’ distribution of age.

4.1. Data description

Our analysis consisted of the following five datasets for 113,000
patients over three years:

Patients data
Claims data
Laboratory data
Drug data
Outcome data

The list of fields for each dataset is shown in Table 2. As listed in
the third column, many of the fields had a large number of cate-
gories, which added to the complexity of our modeling.

As an instance we explain here, the details for one field; age at first
claim. Fig. 2 shows the histogram of age for all the participants, later
when we combined this data set with claims data, we observed that as
the age goes up, the average number of claims increases, and also the
comparison of three years data showed that the average number of
claims had an increasing trend over time (See Fig. 3) The age groups of
over 80, 70-70 and 20-29 were the ones with highest percentage of
stay in hospital in the third year with 27.08%, 19.74% and 15.37%
respectively. The order was the same for the second year with the
numbers being 29.2%, 20.14% and 16.4% respectively (See Fig. 4).

(2]
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Fig. 3. Average number of claims for each age group.
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Fig. 4. Distribution of age and hospital stay in year 3.

Our dataset size was large, more than 100,000 patients who
had an average of 18 claims per year, with to 44 claims per year.
This does not mean a patient was admitted to hospital 44 times,
because each procedure was recorded as a claim; for instance, in
one reference to the hospital, if a patient was visited by a physi-
cian, then went to radiology, and then went to pathology, this
would be recorded as three different claims. Fig. 5 shows the
frequency of the number of claims for the first year.
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Fig. 5. Frequency of claims in first year.

Not all software can handle such a large dataset. Our search for
the most effective software led to the IBM SPSS Modeler 15.0,
which can handle applying different models to a large dataset and
making comparisons among them.

4.2. Data preparation

We had four fields that were pseudonyms: patient ID, provider
ID, physicians ID and vendor ID. As pseudonyms, they should have
been treated as nominal values, not numbers, because a large or
small number for a physician does not imply anything specific.
Considering that different clinicians, vendors and providers may
have their own particular traits that affect hospital admissions, it
would have been useful to apply these fields in our models (Qu
and Shi, 2011, van der Vaart et al.,, 2011) but due to the large
number of categories, converting these fields to binary variables
was not viable, since 1360 physicians would require 1359 new
binary variables. We therefore used the number of unique physi-
cians for a specific patient in a specific year as a new field, doing
the same for provider and vendor. We used SQL codes for calcu-
lating. The member ID field was not used in model building as a
patient is defined by his or her history rather than the assigned
pseudonym.

Each nominal field with n categories, such as Place of service,
diagnostic categories, procedure categories, etc., was replaced by
n—1 binary variables. Assume the variable Z indicates the Place of
service and can get four values: Ambulance, Home, Office and
Hospital. We replaced this nominal variable by four binary ones
with the following conditions:

Replace this nominal variable — with 3 binary variables
Replace Z with — Xamp, Xtom, Xofe

Xamp =1 if Z=Ambulance, X, = 0 otherwise

Xuom = 1 if Z=Home, Xyom = 0 otherwise

Xoge =1 if Z=0ffice, Xop = 0 otherwise

Xamb» Xrom, Xoge = 0 if Z=Hospital

The patient ID, which was a nominal field with 113,000 cate-
gories, was excluded from our models, which made it impossible
to identify which claims belonged to which patient. The solution
was to use patient-level data instead of claim-level data by
aggregating all claims into one row of data. The risk of aggregating
all the claims of a patient into one row of data was a potential loss
of important information; we handled this risk by adding pairwise
combination fields such as Specialty*Procedure, Category*Primary
and Diagnostic* Category.

The final field in our primary data was Admission Risk, defined
for each claim as an integer on a scale of 1 to 5 as a factor of two
fields: age and Primary Condition Group.

5. Modeling

After combining the aforementioned datasets and doing the
data modifications briefly explained in previous paragraphs, we
reached a patient-level dataset with 130 fields. Considering that
we assumed a patient's medical history in the current year could
be employed to predict the individual's status in the next year, we
ran each of the applied models on two sets of input and output
data. In the first set, the input variables were the medical history
in the first year and the output variable was readmission status in
the second year. In the second set, the input variables were the
medical history in the second year and the output variable was the
readmission status in the third year (See Fig. 2). Employing the
two datasets for each model and comparing the results helped us
be assured of the models' performance. We took the following
steps:

® First we used Neural Network, Classification and Regression
(C&R), and Chi-squared Automatic Interaction Detection
(CHAID) models to spot the patients most likely to be read-
mitted to hospital within the next year. The three models were
employed in order to reach a model with a high level of
accuracy. The two later models had the advantage of providing
the user with the choice of misclassification costs. So that the
user could decide how to charge the model if it misclassifies a
readmitted patient as non-readmitted one or vice versa. (More
explanation is provided in in the Subsection 5.1.2).

® Sensitivity Analysis was then performed to identify how the
output of the Neural Network model changes with respect to
variation of the input variables.

® Finally, a C5.0 algorithm was applied to search for recurring
characteristics patterns among individuals with readmissions.

5.1. Predicting readmission

Three aforementioned models of Neural Network, Classification
and Regression (C&R), and Chi-squared Automatic Interaction
Detection (CHAID) models were developed to predict patients’
readmission status in the following year based on their history.

5.1.1. Neural Network

Neural Network models simulate the way the human brain
processes information by creating interconnected processing units
that resemble the human body's neurons. These models collect
and process data for the purpose of learning. Generally speaking,
the processing units are arranged in three types of layers: input
layers; one or more hidden layers; and output layers. These units
are connected with varying connecting weights. Initial weights are
chosen randomly and the model learns through training, by
repeatedly studying individual histories, making a prediction for
each record, and adjusting the weights when it makes a wrong
prediction. The model continually becomes more accurate until a
stopping criterion is met (Golmohammadi et al., 2009a, 2009b;
Golmohammadi, 2011; IBM, 2013).

The models developed in this study employed the Multi-Layer
Perceptron (MLP) form of Neural Network. MLP, unlike many other
statistical methods, does not make any assumptions on the dis-
tribution of data, the linearity of the output function, or the type of
predictor or output variables, so it can find more complex rela-
tionships than the Radial Basis Function (RBF), the other form of
Neural Network (IBM, 2013).

In the first run of the model, we used 130 fields of the patient-
level data from the first year as variables in the input layer, and a
binary variable indicating readmission in the second year in the
output layer (please see Subsection 4.2 for details on how the data
fields were created). 75% of records were used for training the
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model, while the remaining 25% were held back for testing. To
achieve the lowest error rate, the model was run three times with
the following three stopping rules: maximum training time; cus-
tomized number of maximum training cycles; and minimum
accuracy. The rule and the model with the highest accuracy were
chosen. The best results were achieved when the model had one
hidden layer with eight neurons and the overall accuracy was
84.2%. In the second run of the model, 130 fields of the patient-
level data from the second year were used as variables in the input
layer, while the output layer consisted of a binary variable indi-
cating readmission in the third year. Again the proportion of the
training to testing set was 75-25. The highest overall accuracy was
85% when the model structure had one hidden layer with
8 neurons.

5.1.2. The Classification and Regression (C&R)

The Classification and Regression (C&R) was the second model
applied. C&R builds a decision tree to classify future observations
by partitioning the training data into splits and trying to maximize
the purity of each model. Each node in the decision tree is defined
as pure if the entire node's cases fall into a certain class of the
dependent variable field.

One necessary assumption for this model was misclassification
costs, which were factored into the model as a way of protecting
against costly mistakes. In choosing the appropriate costs, we
must decide first when do we want to charge the model more;
when it misclassifies a readmitted patient as non-readmitted (we
call it “type 1 misclassification”), or when it misclassifies a non-
readmitted patient as readmitted (we call it “type 2 misclassifica-
tion”). In the case where it is more important for the health care
unit to spot patients with a high risk of readmission and take
preventive measures to avoid it, a higher cost should be assigned
to type 1 misclassification. However, if the goal of a health care
unit is to apply the model to get an estimation of the number of
patients who will be readmitted and use that to provide necessary
resources, a higher cost should be considered for type 2 mis-
classification, since overestimating needed resources would force
an unnecessary cost on the health care unit, considering the
importance of managing shared resources, especially beds.
(Bachouch et al., 2012; Saremi et al., 2013).

In the first run of this model, the input variables were 130 fields
of patient-level data from the first year, and the output variable
considered to a binary variable indicating readmission in the
second year. We ran the model with various assumptions where
type 1 misclassification costs 1,2,...,7 times more than type
2 misclassification. We stopped at 7 since for larger numbers the
chance of the model correctly classifying non-readmitted indivi-
duals were becoming too low. A sample result is shown in Table 4,
where type 1 misclassification costs six times more than type
2 misclassification (as listed in Table 3). The overall accuracy
(defined as the percentage of patients, either readmitted or non-
readmitted, which were correctly classified by the model) was

Table 3
A sample of considered misclassification costs, where misclassification type 1 costs
six times more than misclassification type 2.

Prediction
Not readmitted Readmitted
Observation Not readmitted 0 1

Readmitted 6

Table 4
Performance results associated with the misclassifications cost in Table 3.

Prediction

Not readmitted (%) Readmitted (%)

Not readmitted 57.39 42.61
Readmitted 29.37 70.63

Observation

Table 5
Performance results achieved when misclassification type 1 costs five times more
than misclassification type 2.

Prediction

Not readmitted (%) Readmitted (%)

Not readmitted 68.79 31.21
Readmitted 38.14 61.86

Observation

Table 6
A sample of considered misclassification costs, where misclassification type 1 costs
five times more than misclassification type 2.

Prediction
Not readmitted Readmitted
Observation Not readmitted 0 1
Readmitted 5 0

59.44%. The best overall accuracy of 84.2% was achieved when the
two misclassification costs were the same.

In the next run of the model, the input variables were 130 fields
of patient-level data from the second year, and the output variable
considered to be a binary variable indicating readmission in the
third year; seven different sets of misclassification costs were
considered where type 1 misclassification costs 1,2,...,7 times
more than type 2 misclassification. A sample result is shown in
Table 5 where type 1 misclassification costs five times more than
type 2 misclassification, with an overall accuracy (defined as the
percentage of patients, either readmitted or non-readmitted,
which were correctly classified by the model) of 67.75%. The best
overall accuracy of 85% was achieved when both misclassification
costs were the same.

Compared to the Neural Network, the C&R has the advantage of
giving one a choice in selecting case-appropriate misclassification
costs. Both NN and C&R resulted in fairly high levels of accuracy.

5.1.3. Chi-squared Automatic Interaction Detection (CHAID)

The third model applied to our data was Chi-squared Automatic
Interaction Detection (CHAID). It creates a decision tree by iden-
tifying optimal splits through the application of Chi-square sta-
tistics. First the model studies the cross-tabulation between each
pair of input variables and the target variable and uses Chi-square
independent test to test the significance. The most significant
relation with the lowest p Value then is selected. For inputs with
more than two categories, the categories are compared and those
that show no difference in outcome are merged together; this is
continued repeatedly by merging the categories with the least
significant difference until at a certain testing level all the
remaining categories differ (IBM, 2013). The CHAID model, like the
C&R, has the advantage of providing users with a choice of dif-
ferent misclassification cost options.
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In the first run of the model, we assumed the input variables
were 130 fields of the patient-level data from the first year and the
output variable was readmission status in the second year. Various
sets of misclassification cost were considered where type 1 mis-
classification costs 1,2,...,7 times more than type 2. We stopped at
7 since after that the chance of the model classifying non-
readmitted patients correctly were very low. A sample result is
shown in Table 7, where type 1 misclassification costs five times
more than type 2; as listed in Table 6, the overall Accuracy was
67%. The highest overall accuracy of 84.2% was achieved when the
misclassification costs were equal.

In the second run of the model, we considered the input vari-
ables to be the 130 fields of the patient-level data from the second
year, and the output variable was readmission status in the third
year. The model was run with various assumptions where type
1 misclassification costs 1,2,...,7 times more than type 2. A sample
result is shown in Table 8, where type 1 misclassification costs six
times more than type 2; the overall accuracy was 64.72%. The best
overall accuracy of 85% was obtained when both misclassifications
cost the same.

A brief summary of models comparsion is presented in Table 9.

5.2. Pattern recognition

Finally, to search for a recurring characteristics pattern among
individuals with unnecessary readmissions, a C5.0 algorithm was
used. It derives a set of rules to predict readmission as a binary
variable. Without the need for further modeling, when a patient
falls into a category of these derived rule sets, the hospital staff can
determine his/her chance of readmission and take the necessary
actions. The algorithm splits the dataset based on the field that

Table 7
Performance results associated with the misclassifications cost in Table 6.

Prediction

Not readmitted (%) Readmitted (%)

Not readmitted 67.78 32.22
Readmitted 37.28 62.72

Observation

Table 8
Performance results when misclassification type 1 costs six times more than mis-
classification type 2.

Prediction

Non-readmitted (%) Readmitted (%)

Non-readmitted 64.61 35.39
Readmitted 34.66 65.34

Observation

Table 9
A brief comparison of models.

delivers the biggest information gain. Each division is split again
and the process is continued until the subsets can no longer be
split (IBM, 2013).

In the first run of the model, when the input variables were the
130 fields of the patient-level data from the first year and the
target field was readmission status in the second year, 32 rules
were created to help one predict if the patient will be readmitted
to the hospital in the next year. Table 10 includes the 3 most
accurate ones. The third rule, for instance, implies that if an indi-
vidual has equal or less than 6 referrals to hospital with Place of
service recorded as Office and never had a “Miscellaneous non-
cardiac congenital anomalies; miscellaneous symptoms other than
fever; miscellaneous tooth and tongue disorders, miscellaneous
diagnoses of pain” condition, or Surgery-Integumentary System
procedure, had more than 6 claims with the Pregnancy condition,
and less than 10 unique laboratory or pathology tests, then there is
a 93.8% chance that she would be readmitted to hospital.

In the second run of the model, when the input variables were
the 130 fields of the patient-level data from the second year and
the target field was readmission status in the third year, 38 rules
were created to help one predict if the patient will be readmitted
in the third year. We included the 3 most accurate rules in
Table 11.

In general these rules can be used by heath care units to spot
the most vulnerable patients for readmission as they do not
require the health care unit to employ statistical software and
modeling techniques or to hire skilled staff. However, not much
consistency could be found in the rules for the first and second
year, suggesting that our dataset is too complex to recognize a
much accurate pattern in the readmission data. We may have
reached a better, more consistent pattern recognition if we had
used data from a wider time frame of, for instance, 10 years.

6. Discussion

Using patients’ demographics and medical history, we were
able to discover patterns in readmitted patients' data and identify
the significant factors in patients' readmission to hospital. In this
section we discuss; selecting the proper misclassification costs, the
practicability and reliability of the derived rules, the availability
and generalizability of the proposed models, and the results of the
performed sensitivity analysis .

For health care management, in choosing the right mis-
classification cost as an input to the proposed models, it is
important to clarify the purpose of modeling readmission status; Is
it to spot those individuals at high risk of readmission and con-
sequently take preventive actions (hence desire a higher B value in
Table )? Or is it to get an estimation of the number of individuals
who will be readmitted, so that one can plan the required
resources in advance (therefore desire a higher A value in Table )?

Models

Neural Network

Classification and Regression Chi-squared Automatic Interaction

Detection
Objective To predict patients' readmission status in the following year based on their history
The highest level of accuracy 85% 84.20% 85%
Overall accuracy 84% 59.4-67.7% 64.72-67%
Advantages Powerful method to determine a complex relationship between Providing the user with the choice of misclassification costs

inputs and outputs

Challenge Design parameters

Misclassification costs
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Table 10
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Three most accurate rule sets discovered to predict readmission in second year.

Number

Rule

Accuracy (%)

No claims with Specialty being Emergency

And at most one claim with Specialty being Pathology

And no claims with Primary Condition Group being Congestive Heart Failure
And at least one claim with Primary Condition Group being Chest Pain

And no claims with Primary Condition Group being Urinary Tract Infections
And sum of claims with the Charlson Index of 3-4 > 2

And number of claims > 21

And Claims Truncated > 0

Sum of claims with Days Since First Service of 10-11 months > 4

And at least two claims with Primary Condition Group being Pregnancy
And no claims with Procedure Group being Surgery-Integumentary System
And Sum of Lab Count> 9

Number of claims with Place of service being Office < = 6

And no claims with Primary Condition Group being “Miscellaneous non-cardiac congenital anomalies; miscellaneous symptoms other than

fever; miscellaneous tooth and tongue disorders, miscellaneous diagnoses of pain”
And number of claims with Primary Condition Group as Pregnancy > 6
And no claims with Procedure Group being Surgery-Integumentary System

96.4

95

93.8

And Sum of Lab Count< = 9

Table 11
Three most accurate rule sets discovered to predict readmission in third year.

Number Rule Accuracy

1 Number of claims with Specialty being Emergency >2  93.80%
And no claims with Specialty being Pathology
And number of claims with Primary Condition Group
being Gastrointestinal Bleeding > 3
And number of claims with Primary Condition Group
being Ingestions and Benign Tumors < = 4
And Claims Truncated > 0

2 At least one claim with Primary Condition Group being  92.30%
Acute Renal Failure
And Sum of Lab Count > 56
And Claims Truncated > 0

3 No claims with Specialty being Emergency 91.70%
And no Length Of Stay shorter than 1 day
And at least one claim with Primary Condition Group
being Congestive Heart Failure
And at least one claim with Primary Condition Group
being Pneumonia
And Sum of Drug Count < = 45
And Claims Truncated > 0

Table 12
Choosing a misclassification cost that serve our purpose.

Prediction

Non-readmitted (%) Readmitted (%)

Observation Non-readmitted A (100-A)
Readmitted (100-B) B

Choosing a misclassification cost that serve our purpose is
shown in Table 12.

In the former case, we suggest selecting a high cost of type
1 misclassification (that is, charging the model more if it mis-
classifies a readmitted patient as non-readmitted), and in the
latter case a higher cost of type 2 misclassification is recom-
mended (that is, charging the model more if it misclassifies a non-
readmitted patient as readmitted).

Network Output(s) for Varied Input
Specialty_Emergency_Sum

0.3 A
0.25
0.2 4

0.05
0 T T T T T T T T T T T
0.000 2455 4909 7.364 9.818 12273 14.727 17.182 19.636 22.091 24.545 27.000

Varied Input Specialty_Emergency_Sum

Output(s)

Fig. 6. Network Output for varied Input being the number of claims with “Emer-
gency” listed as Specialty.

Apropos the pattern recognition, in terms of practicability,
while most of the derived models here may require skilled staff for
application on new patient data, the decisions rules suggested are
quiet straightforward and can be used by management in the
health care system to make decisions relating to readmission. The
reliability of the achieved rules here is not high, as the rules
derived from the first and second year data are not consistent. This
may indicate that our data is too complex to allow for an accurate
pattern recognition. Had we had access to data from a longer
period of time, we may have been successful in finding a more
consistent recurrent pattern.

Regarding the availability of data, the increasing trend of digi-
tizing health care data and routinely adding new data in electronic
form is likely to make the introduced models increasingly
operable.

6.1. Sensitivity analysis

We performed a sensitivity analysis to find out how the output
of the Neural Network model changed with respect to variation in
input variables. We used Nerousoltions 6 for performing that. The
network learning was disabled during this operation so that the
network weights were not affected. The basic idea used by the
software is that the inputs to the network are shifted slightly and
the corresponding change in the output is reported either as a
percentage or a raw difference. The way Neurosolutions work is to
generate the input data for the sensitivity analysis by temporarily
increasing the input by a small value (dither). The corresponding
change in output is the sensitivity data (NeuroDimension Inc.,
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Network Output(s) for Varied Input Specialty_Pediatrics_Sum

0.158
0.156
0.154
0.152
0.15
0.148 + T r T T T T r T r T T
0000 3455 6.909 10.364 13.818 17.273 20.727 24182 27.636 31.091 34.545 38.000

Varied Input Specialty_Pediatrics_Sum

Output(s)

Fig. 7. Network Output for varied Input being the number of claims with “Pedia-
trics” listed as Specialty.

Network Output(s) for Varied Input Admission Risk_Sum
0.153
0.152
0.151
0.15
0.149
0.148
0.147
0.146
0.145 + T T T T T T T T T T T
1.000 11.818 22.636 33.455 44.273 55.091 65.909 76.727 87.545 98.364 109.182 120.000

Varied Input Admission Risk_Sum

Output(s)

Fig. 8. Network Output for varied input being the sum of Admission Risk.

2014).

We performed the sensitivity analysis for all variables, due to
the large number of them it is not viable to bring all of the resulted
curves here, hence we categorized them based on the increasing/
decreasing trend and their pattern to four groups.

The first group consisted of the following variables; Specialty
group being Diagnostic Imaging or Emergency; Primary Condition
Group being Atherosclerosis and Peripheral Vascular Disease;
Charlson Index being 3-4 or 5+; Procedure Group being Emer-
gency, Pathology and Laboratory, or Surgery-Integumentary Sys-
tem; number of claims; and number of Unique Vendors. These
variables had almost the same pattern in that by increasing the
input variable's value, the model results in a larger output value,
and the model can lead to an acceptable result for any data outside
the trained data range. The increase is small at first but as the
input variable gets larger, the output increases with a higher rate.
Fig. 6 demonstrates the sensitivity curve for one instance of such
inputs. We see that by increasing the number of times the patient
has been admitted with Specialty group being Emergency, the
model results in a larger output value, and the slope is small at
first but gets sharper as the inputs gets higher.

The second group included the following variables: Days Since
First Service being 2-3 months, 7-8 months or 9-10 months;
Primary Condition Group being Arthropathies, Ovarian and
Metastatic Cancer, Gynecology, Diabetic Ketoacidosis and Related
Matabolic, Perinatal Period, Pneumonia, or Acute Renal Failure,
Charlson Index being 0, Procedure Group being Surgery-
Cardiovascular System, or Surgery-Eye and Ocular Adnexa and
the number of unique primary care physicians. These variables all
had almost the same pattern in that by increasing the input vari-
able value, the model results in a larger output value. The increase
is at the same rate at all times and the model can lead to an
acceptable result for any data outside the trained data range. Fig. 7
demonstrates the sensitivity curve for one instance of such vari-
ables. We see that by increasing the number of times the patient
has been admitted with Specialty group being Pediatrics, the
model results in a larger output value, and the slope is almost
constant.

The third category consisted of the following variables; Admission
Risk; Specialty being Anesthesiology, Internal, Laboratory, Obstetrics
and Gynecology or Surgery; Place of service being Independent Lab or

Network Output(s) for Varied Input
ProcedureGroup_SMCD_Sum
0.155
0.15
0.145
0.14
0.135
0.13
0.125 + T T T T T T T T T T T
0.000 2.091 4.182 6.273 8.364 10.455 12.545 14.636 16.727 18.818 20.909 23.000
Varied Input ProcedureGroup_SMCD_Sum

Output(s)

Fig. 9. Network Output for varied input being the number of Claims with SMCD
listed as Procedure Group.

Outpatient Hospital, Length Of Stay being 1-2 weeks, 2 days, or
4 days; Days Since First Service being 0-1 month, 1-2 months, 10-11
months, 3-4 months, 4-5 months, 5-6 months or 6-7 months; Pri-
mary Condition Group being Fluid And Electrolyte, Liver Disorders,
Sepsis or Ingestions And Benign Tumors; Charlson Index being 1-2;
Procedure Group being Surgery-Auditory System or Surgery-Urinary
System; Lab Count; and number of Unique Provider. These variables
all had the same pattern in that by increasing the input variable, the
model results in a smaller output value. The decrease has the same
rate at all time and the model can lead to an acceptable result for any
data outside the trained data range. Fig. 8 demonstrates the sensitivity
curve for one instance of such variables. We observe that by
increasing the sum of Admission Risk, the model results in a smaller
output value, and the slope is almost constant.

Finally the last category included the following variables;
Specialty being Pathology or Rehabilitation; Place of service being
Ambulance, or Office; Primary Condition Group being Gastro-
intestinal Bleeding or Non-Malignant Hematologic; and Procedure
Group being Surgery-Maternity Care And Delivery. These variables
had almost the same pattern in that by increasing the input vari-
able value, the model results in a smaller output value. The
decrease is small at first but as the input variable gets larger, the
output decreases at a higher rate. Fig. 9 demonstrates the sensi-
tivity curve for one instance of such inputs. We see that by
increasing the number of times the patient has been admitted
with Procedure Group being Surgery-Maternity Care And Delivery,
the model results in a smaller output value, and the negative slope
is small at first but gets sharper as the inputs gets higher.

7. Summary and concluding remarks

The purpose of this study was to find a practical solution to
reduce the readmission rate of health care units. We were able to
develop some statistical models capable of predicting with high
accuracy which individuals were most likely to have an unneces-
sary readmission in the following year based on their past medical
records. Neural Network, C&R, and CHAID models were used for
this purpose, and all were able to perform with an overall accuracy
above 80%, with the latter two models having the advantage of
providing the user with the opportunity of selecting different
misclassification costs. This advantage becomes useful in cases
when the user decides it is highly costly for them if the model
misclassifies an actually readmitted person as not readmitted and
hence desires a high value of B in Table, or in the opposite case
when the user decides it is highly costly for them if the model
misclassifies an actually non-readmitted person as readmitted and
hence desires a high value of A in Table. In the next step we were
able to perform a sensitivity analysis to investigate how the output
of the Neural Network model changed, with respect to variations
of the input variables, and to ascertain that no input variable
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causes significant uncertainty in the output. Based on the results
of the sensitivity analysis, we accomplished to recognize four
different patterns in Network Output among all our variables. In
the last step we succeeded in finding a recurring pattern in the
history and demographics of readmitted patients. We derived a
rule of thumb from those patterns to predict future unnecessary
readmissions using a C5.0 algorithm, but the derived rules from
the first and second year data did not match one another, implying
that after all our dataset was too complicated to be used for a
highly accurate pattern recognition. We also managed to introduce
the most important contributing factors to readmission. A sum-
mary of this study's contributions is as follow:

® Performing the analysis on a large set of patients, increasing the
generalization of the findings as opposed to most previous work.

® Not limiting the population under study to a particular age or
ethnicity group or to individuals with a specific disease, unlike
other studies. While most previous studies have limited their
focus to the elderly, the fact that 64.16% of claims belonged to
younger-than-60 age groups in our study reveals that including
them in the models is important. Also our study's rareness in
looking to readmission in a large time frame of one year after
discharge makes it a more useful tool for health care managers
to plan ahead.

® Defining readmission as a return to hospital in a wide window
of time of one year as opposed to the majority of previous work,
which limits the time frame to one month, thus making our
modeling a more useful tool for health care management to
envisage.

® Apropos the most important factors contributing to read-
mission, while our results did conform with previous study in
some factors like age, sex, number of previous prescriptions and
length of previous stays, we determined some other factors that
the previous literature failed to recognize as important con-
tributors, such as Place of service, Sum of previous laboratory
tests, number of previous claims, and Number of unique pro-
viders and vendors. Also regarding Primary Condition Groups
and procedure categories, our study offered a more detailed and
thorough Classification than previous research. Therefore it did
narrow down more accurately those primary conditions and
Procedure Groups that lead to unnecessary readmission.

e While most of the previous literature limited modeling to one
method, we tried different methods to achieve the highest level

Table A1
List of categories for four categorized claim-level dependent variables.

of accuracy, while two of the employed techniques also gave
user the option to select the proper misclassification costs that
serve their modeling purpose.

Our detailed analysis and findings enable us to offer some
concluding recommendations for hospital leadership teams that
are attempting to decrease their unit's readmission rate. The first
step requires gathering patients' medical history in one organized
data file, using the variables introduced by the aforementioned
models as the most significant ones on readmission status, and
identifying the most vulnerable patients. Afterwards the high-
lighted patients may get special treatments and care to reduce
their chances of readmission. Although most hospitals are facing
cost and productivity pressures and taking these measures will
require additional resources, this investment will produce a quick
payback in eliminating unnecessary claims and achieving a better
level on a metric that will be an important indicator of quality of
care in ranking health care units in near future.

The limitation of this study is that it considers patients' medical
data and ignores other factors such as social and economic status
and mental and spiritual factors. Counting such variables into the
calculations may improve the accuracy of the models. Taking into
account hospital-specific admission rates may also enhance the
model’s accuracy. Moreover the proposed models are based solely
on historic data from individuals who have already experienced an
admission. Hence if an individual with no previous records refers
to a hospital, the proposed models are not capable of providing an
estimate of her admission status based on real-time data.

For future research one promising avenue could be taking into
account non-medical factors such as socio-economic variables,
mental status, etc., to discover if these enhance the accuracy of the
model. We propose future research to study the effect of inter-
vention (such as additional home visits and/or regular phone calls
by nurses succeeding the discharge to make sure the patient is
following the physician's orders and that his/her home environ-
ment is safe) on those individuals that our model highlights as
most vulnerable to be readmitted. We would then inspect whether
taking these preventing steps on patients identified by our model
would reduce the hospital-level readmission rate.

Appendix

Table Al

Variable List of categories

Place of service

Procedure Groups

Ambulance; Home; Inpatient Hospital; Independent Lab; Office; Outpatient Hospital; Urgent Care; Other

Anesthesia; Evaluation and Management; Medicine; Pathology and Laboratory; Radiology; Surgery-Auditory System; Surgery-Cardiovascular

System; Surgery-Digestive System; Surgery-Eye and Ocular Adnexa; Surgery-Genital System; Surgery-Integumentary System; Surgery-
Maternity Care and Delivery; Surgery-Musculoskeletal System; Surgery-Nervous System; Surgery-Other; Surgery-Respiratory System; Sur-

gery-Urinary System

Primary Condition Group Acute Myocardial Infarction; Acute Renal Failure; Acute Respiratory; All Other Infections; All Other Trauma; Appendicitis; Arthropathies;
Atherosclerosis and Peripheral Vascular Disease; Cancer A; Cancer B; Catastrophic Conditions; Chest Pain; Chroic Obstructive Pulmonary
Disorder; Chronic Renal Failure; Congestive Heart Failure; Diabetic Ketoacidosis and Related Matabolic; Fluid and Electrolyte; Fractures and
Dislocations; Gastrointestinal Bleeding; Gastrointestinal, Inflammatory Bowel Disease, and Obstruction; Gynecologic Cancers; Gynecology;
Hip Fracture; Ingestions and Benign Tumors; Liver Disorders; Miscellaneous #1; Miscellaneous #2; Miscellaneous #3; Miscellaneous Cardiac;
Non-Malignant Hematologic; Other Cardiac Conditions; Other Metabolic; Other Neurological; Other Renal; Ovarian and Metastatic Cancer;
Pancreatic Disorders; Pericarditis; Perinatal Period; Pneumonia; Pregnancy; Seizures; Sepsis; Skin and Autoimmune Disorders; Stroke;

Urinary Tract Infections

Specialty Group
Rehabilitation; Surgery; Other

Anesthesiology; Diagnostic Imaging; Emergency; General Practice; Internal; Laboratory; Obstetrics and Gynecology; Pathology; Pediatric;
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