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I. Introduction

This article examines the quality of the surveys used by the media to investigate the controversial public policy issue of gun control. The central question is the scientific quality of the methods used by media in their use of public opinion polls. After discussing the methodological problems in the media polls, this article per suggests that many media polls are methodologically flawed and unreliable. In some cases, the polls are so flawed to suggest that the polls are not science but “sagecraft,” which Tonso defines as a quasi-scientific data manufactured to bolster a predetermined ideological position.

The questions of whether gun control is itself a good public policy, or whether opinion polls form a sound basis for public policy are not addressed. The focus is only on the reliability of polling about the gun issue.

This paper deals only with “media polls”—that is, polls which are produced either by or for the media, and intended mainly to run as news stories. Examples of “media polls” include the polls commissioned by Time magazine, CNN, major urban newspapers, and other major media organizations. “Media polls” also refers to polls conducted by the Gallup and Harris organizations, because many Gallup and Harris polls are marketed for newspaper syndication, and since the Gallup and Harris polls suffer from many of the same methodological flaws as do the polls conducted by the media.

This Article paper does not deal with in-depth analytical surveys conducted by reputable survey research organizations—academic or professional. In contrast to the “media polls,” the analytical polls use lengthy question series to fully assess the public’s complex attitudes on sensitive issues such as gun control. The analytical polls are typically commissioned by a customer with a strong interest in the gun policy debate and
typically with a strong interest in obtaining quality results. Polls which will be used to formulate political strategy have strong reasons to be methodologically solid.

Analytical polls may be paid for by anti-gun organizations, such as the Center for the Study and Prevention of Handgun Violence, or by pro-gun organizations, such as the National Rifle Association. Although it might be expected that the agendas of the customers would bias the polls, the analytical polls conducted for both sides of the gun debate appear to be reliable. Analytical polls paid for by anti-gun organizations achieve results remarkably similar to polls paid for by pro-gun organizations. The similarity suggests that there is a real “public opinion” about the gun control issue, and that scientifically conducted polls can measure that opinion with reasonable accuracy.

Media polls, on the other hand, often report “findings” that are incorrect. In 1976 in Massachusetts and 1982 in California, handgun prohibition referenda questions were on the ballot. Media polls conducted before the election reported a tight race, but the prohibition measures were defeated in large landslides. (In Massachusetts, 69.2% voted against prohibition, as did 63% in California).

One of the better-known media polls which was clearly in error was Time magazine’s survey of American gun owners. That survey claimed that four million Americans possessed fully automatic machine guns, a number that is approximately 10 times higher than the number estimated by any criminologist, and 20 times higher than the number of legally registered machine guns.

This article attempts to identify and explore some of the methodological flaws that may lead to errors in the media polls. While other researchers have criticized the ideological bias of media polls, this paper attempts to evaluate the impact of the methodological flaws upon newspaper poll results.

Public attitudes are complex, particularly with respect to contentious issues such as gun control, abortion, or capital punishment. It would not be surprising if the public were to hold complex or even contradictory views on controversial issues such as gun control. Not only are many people still thinking through their feelings on many controversial issues, but such issues inherently involve competing values, so that people are required to make difficult trade-offs between two or more highly desirable values before they can comfortably support one side or another in the debate. Very little of this complexity is found in media reported polls.

If issues are complex, then subtle differences in question wording could yield quite different results. Unfortunately, many subtleties are not recognized by the researcher until after the fact. Conscientious researchers deal with this problem by probing the issue area with a variety of questions. In contrast, questions in media polls are often highly selective and occasionally quite biased. Questions about firearms touch sensitive issues and need to be approached with the highest standards of sampling and interviewing quality. Too often this is not the case.

Typically, due to cost constraints perhaps, the media use methods that at best skirt the border of minimally acceptable standards. Such an approach may be penny-wise, but it risks introducing biases, which can be particularly severe in dealing with sensitive issues such as gun control.

Moreover, the interviewer effect is, this paper suggests, a greater problem in media polls on gun control than has been previous recognized. While interviewer effects have been known to exist for other public policy issues, the importance of such
differences for researching gun control is less well [*26] known. Interviewer bias is a potential problem whenever there are significant social or cultural differences between the interviewer and respondent. The classic problem is race, but examples have been found for sex, social class, and age differences.⁷

The social and cultural differences between interviewers and respondents are fertile ground for potential distortion. This article identifies these problems and empirically analyzes the interviewer effects in a survey conducted recently in the United States and Canada.

II. Accuracy and Reported Accuracy of Polls

A. Sampling Error

The scientific accuracy of polls is typically exaggerated by the media. Almost all media reports of polls include a one-sentence paragraph explaining that “the survey is considered accurate within 2.5 [or 3 or 5] percentage points,” and giving the sample size.⁸

This standard caveat refers to sampling error, that is, the statistical error introduced theoretically by using a sample rather than a complete census of the target population. The “explanation” gives the erroneous impression that the stated error is the maximum error contained in the poll, when in reality it is the minimum. This explanation assumes that no errors or biases that exist in either the sampling or interviewing methods. Such perfection is highly unlikely even in the best of surveys. This paper argues below that scientific flaws in the media polls introduce additional error at least as large as, and sometimes many times larger than, the sampling error.⁹

In addition, the stated error refers only to the sample population as a whole, and not to subgroups within the sample population. In many cases, the results from the subgroups are considered more important that the result from the national sample. For example, in polling about “waiting periods” for handgun purchasers, the fact that most Americans support a waiting period may be less newsworthy than the fact that most handgun owners support a waiting period. But the results for handgun owners are far less reliable than the results for the [*27] nation as a whole, since the handgun-owning sample is so much smaller.¹⁰

The media claim that they are required to give only the briefest treatment of methodological questions because of the low level of expertise of the audience or the reporter. This argument is not very convincing. Such over-simplification, at the very least, acts to enhance the readers’ perceived quality of the survey and, arguably, may even augment the impact of the poll because it exaggerates the “scientific” nature of the poll. But keeping the methodology secret can have much more serious consequences, such as enabling cost-conscious media managers to cut corners in quality that could jeopardize the accuracy of the results.

Particularly in magazines—where gun control articles often run for thousands of words—it would not be difficult for articles discussing media polls to include a paragraph noting that the stated sampling error is valid only for the population as a whole, and not for any subsets. Nor would it be difficult to note that inaccuracies may exist in addition to the sampling error.
B. Additional Errors

If sampling error were the only error—as the media pollsters imply—then media polls on the same subject at the same time would rarely report results further apart than the sum of the sampling error of the two polls. In fact, simultaneous or near-simultaneous media polls on the same subject often yield results farther apart than the sum of the sampling error in each poll. For example, in early 1991, a CNN poll found 45% opposed to using nuclear weapons against Iraq. Yet a Gallup poll found 71% in favor of using the weapons.\(^\text{11}\)

That media polls contain errors far larger than the statistical error also became apparent during the 1984 race for the Democratic Presidential nomination. National polls for organizations were conducted within days of each other, and often simultaneously. The polling results showed differences far larger than the statistical error. One poll might report Hart ahead nationally by 8 points, while another poll, taken at the same time, might show Mondale ahead by 5 points.

And of course clear examples of errors larger than the sampling error were seen in the polls of the 1976 Massachusetts [*28] and 1982 California handgun ban referenda, where pollsters predicted a close election, but the prohibition referenda were defeated in landslides.

Survey researchers call any error other than sampling error “non-sampling errors.” Three of the most important types of non-sampling errors are: coverage error, non-response error, and measurement error. “Coverage error” means failing to give any chance of being selected in the survey to some persons in the “target” population; “non-response error” arises from failing to collect data on all persons in the sample; and “measurement error” is any problem with getting the “true answer” from a respondent. The first potential for bias that will be discussed is that of problems with question wording, which is one of the most important sources of measurement error.

III. Questions

Small changes in wording can create large changes in results. In the polls regarding use of nuclear weapons against Iraq (discussed above) CNN simply asked whether such weapons should be used, whereas Gallup asked about “tactical” nuclear weapons, and hypothesized that such use could save American lives. While CNN had found Americans closely divided on the nuclear weapons issue, Gallup reported a large majority of 71% in favor of use of such weapons.

This section examines the questions that are often used in gun control polling, and argues that a variety of flaws in the questions exaggerates public support for severe gun laws.

Gallup’s question about nuclear weapons use was what this paper calls an “argumentative question”—a question that presents explicit or implicit facts or arguments in favor of one of the results the respondent is evaluating. By modifying the wording of a question, “You can come up with any result you want,” says Peter Hart, pollster for the Dukakis campaign.

An example of an argumentative gun control question is Gallup’s query about waiting period, which is posed in a way that assumes the waiting period really would help
the police keep guns away from illegitimate owners: “Would you favor or oppose a national law requiring a seven-day waiting period before a handgun could be purchased, in order to determine whether the prospective buyer has been convicted of a felony [*29] or is mentally ill.” Contrary to Gallup’s hypothesis, even criminologists who favor gun control have concluded that criminal and mental records are frequently not accurate enough to allow the police “to determine whether the prospective buyer has been convicted of a felony or is mentally ill.” Nor are they accurate enough to allow such a check to be completed within seven days. Indeed, the debate in Congress over a waiting period focused heavily on whether state criminal records were good enough for a waiting period to be implemented right away, or whether it would be better to first spend several years improving the quality of existing records. Gallup, however, told his respondents to assume the very point that was at the heart of the controversy. One of the most central disputed facts having been assumed away, it was not surprising that Gallup found a huge majority in favor of a waiting period.

How much effect does the argumentative question have on gun control responses? In 1977, Schuman and Presser investigated that issue. They asked about support for requiring a police permit before a person could obtain a gun; one question was neutral, the other question (asked to a different sample) was argumentative against gun control. The anti-control argumentative questions resulted in 1.7% to 6.4% drops in support for control, depending on the year. On average, then, the argumentative pro-control questions increase the stated level of support for control by roughly 4%.

Sometimes a question itself may be neutral, but the meaning of the question may be distorted by the media pollster. For example, a media pollster may announce that the results of a question about one issue indicate the public’s attitude on an entirely different issue. For example, in 1975 Gallup asked Americans: “In Massachusetts a law requires that a person who carries a gun outside his home must have a license to do so. Would you approve or disapprove of having such a law in your state?” Seventy-seven percent approved of such a law in their state.

The result was to be expected, for the vast majority of Americans as of 1975 lived in a state that has similar legislation. Requiring a permit for carry outside the home was not unique to Massachusetts. Over three-quarters of the states required either a permit to carry a gun or a permit to carry a concealed gun.

[*30] Yet Gallup did not announce “Most People Support Existing Gun Carry Laws,” even though that was all his survey had shown. What Gallup claimed in his article was that the public supported “a specific plan...based on a law now in effect in Massachusetts.” Gallup explained that the new Bartley Fox law in Massachusetts requires that “Anyone who is convicted of carrying a gun without a license is given a mandatory sentence of one year in jail.”

The one year mandatory sentence was, of course, precisely what made the Massachusetts law different from every other state’s. Gallup claimed that the American public supported the stern mandatory sentencing law; but Gallup had never asked them about it. Gallup’s actual question merely mentioned the (ubiquitous) permit to carry provision and omitted the (controversial) mandatory sentence provision.

How many Americans actually do favor a one-year mandatory minimum? The analytical poll conducted by Cambridge Research Associates in 1978 asked that question, and found 55% support. The fifty-five percent is still a majority, but far from the
overwhelming consensus falsely reported by Gallup. Gallup’s misreporting had exaggerated public support for the mandatory sentence by 22%.

A. Questions about “Assault Weapons”

On the “assault weapon” controversy, most of the questions in media polls were argumentative, or were cited for a policy that had never been included in the polls, or both. Pollsters often asked questions about guns that were very different from the subject of the legislative controversy.

Before looking at the polls, it is necessary to examine precisely what guns the controversy involved.

The Department of Defense’s Defense Intelligence Agency has long had a simple definition of “assault rifle”: an intermediate caliber rifle or carbine capable of selective fire. In other words, a rifle like a soldier carries, capable of fully automatic fire. Examples would be the U.S. Army M-16, and the Soviet Army AK-47.

Only a few hundred AK-47s have ever been imported into the United States. Ever since the National Firearms Act of 1934, possession of automatics, such as assault rifles, has required an FBI background check, a $200 tax, and a six-[*31]month wait. Even stricter legislation was enacted in 1986 concerning civilian ownership of military assault rifles (and other full automatics).

The intense national controversy over “assault weapons” that occurred in 1989, and lingers to some degree today, had nothing to do with those fully automatic guns. Automatics, such as assault rifles, fire automatically. If the shooter squeezes the trigger, bullets will fire automatically and continuously until the trigger is released. It would not be surprising to find that most people favor strict controls over such rapid-fire guns.

In contrast, semiautomatic firearms cannot fire automatically. If the shooter squeezes the trigger, only one shot is fired. Each shot requires an additional trigger squeeze. A semiautomatic’s rate of effective fire is nearly the same as (about 1/10th of a second faster) most other guns. Old-fashioned and common guns such as bolt action, lever action, pump action, and revolver all fire at essentially the same rate as a semiautomatic. All of the common gun types (semiautomatic, bolt action, lever action, pump action, and revolver) fire much slower than full automatics.

Some semiautomatics have brown, natural wood stocks attached. Other semiautomatics come with black, futuristic plastic stocks. Functionally, the guns are identical, since their internal parts operate on exactly the same principle. Some of the black-stock semiautomatics look like assault rifles (which are automatics). For example, the semiautomatic AKS looks like the fully automatic AK-47, but does not function like the AK-47. According to the Bureau of Alcohol, Tobacco and Firearms, guns like the (semi-automatic) AKS are functionally identical to common and well-known sporting guns such as Remington hunting rifles. The guns that were the subject of anti-gun lobby’s push for weapons control were all semiautomatics. Examples were the Colt AR-15 Sporter, and the Norinco AKS. The guns looked like assault rifles, and had names similar to assault rifles. But they were not fully automatic.

Nevertheless, pollsters often asked questions that about full automatics. Questions are frequently asked about a ban on the “AK-47,” which is a full automatic. It impossible to know what respondents thought when they were asked a question about
rapid-fire guns, which the semi-automatic is not. For example, Gallup asked about banning “semi-automatic assault [*32] guns, such as the AK-47.”

The polls sometimes hypothesized a degree of legal regulation of full automatics far less than the law existing since 1934. The Texas Poll asked if sale of “assault weapons remains legal, should there be a mandatory seven-day waiting period to purchase a high-caliber, fast-firing assault rifle.” Ever since 1934, there has been not a “seven-day waiting period,” but a six month transfer application period. Thus, the Texas Poll found 89% of Texans in favor of something far less strict than the existing federal law—one that had been in place for 56 years. Yet the Texas Poll was used to promote prohibition on semiautomatics—which the question had not even asked about.

Further, the Texas Poll incorrectly described the guns as “high caliber.” In contrast, the Defense Intelligence Agency definition of “assault rifle” includes only guns that are intermediate in caliber or stopping power. Real assault rifle ammunition is “intermediate” in stopping power between handgun ammunition and full battle-rifle ammunition (such as for a Browning Automatic Rifle).

Semiautomatics which look like real assault rifles are also intermediate in caliber. They, like true assault rifles, fire intermediate rifle calibers like the .223 Remington. Many traditional big game weapons fire larger calibers, such as .378 Weatherby. Most people’s common sense would suggest that larger calibers are more deadly, and medical research confirms this intuition.

Thus, it would be expected that persons asked a question about controls on “high caliber” guns in particular would be more supportive than they might be about gun control in general. The results from the “high caliber” gun question were touted in legislatures to promote laws that did not regulate high caliber guns, but instead applied to intermediate caliber arms.

In 1990, the anti-gun lobby Handgun Control, Inc., circulated a report listing the results of sixteen organizations’ national and state polls, all claiming huge majorities in favor of a strict control. Fourteen of the media pollsters had factual errors in their questions of the type detailed above. Several of them were also argumentative.

Unfortunately, the pollsters who did not have factual errors did not ask about prohibition of semi-automatics, but [*33] instead asked about lesser control. Therefore, it is difficult to guess what percentage of the population actually does favor prohibition of some or all semi-automatics.

The two (non-flawed) questions did, however, reveal public support for treating semi-automatics with approximately the same strictness that the public supports for handguns. Virginia’s Mason-Dixon Poll found 81% in favor of requiring “a permit in order to purchase a semi-automatic firearm.” This percentage is very similar to what the public favors for handguns; Caddell’s survey found 82% in favor of a “permit or license to purchase.”

The Wisconsin Policy Research Institute found 91% in favor “requiring the owners of semi-automatic rifles to register their weapons with the state.”12 Again, the result was within the sampling error range of Caddell’s result for handguns. He had found 84% in favor of registering handguns at the time of transfer.13

The 14 pollsters, including Gallup and Harris, who asked factually incorrect (and sometimes argumentative) questions found gigantic majorities in favor of complete prohibition. The results were probably an accurate gauge of public opinion too—for what
they asked about. They asked about the guns as a soldier carries like an “AK-47” or an “M-16” or an “assault rifle” or “assault weapon.” Thus, the public seems to favor the currently federal policy, which bans all automatics manufactured after 1986.

Unfortunately, the 14 polls finding large public support for prohibition of military guns were misused to promote controls on very different guns.

Most states that studied the semiautomatic issue studied proposals for a total ban. Total bans were rejected in over two dozen states, and enacted in two (California, New Jersey). Despite the rhetoric of organizations such as Handgun Control, Inc., the rejection of the bans in most places was not necessarily contrary to popular will. The pollsters (Gallup) had found that bans were supported nationally by 72% of the population, from a low of 57% (Georgia) to a high of 78% (Massachusetts)—but they had asked about guns that were already banned (like the AK-47 and M-16). Sloppy question construction essentially ruined the utility of the polls conducted by 14 of the 16 organizations. They found, unsurprisingly, a large majority in favor of a gun ban that had been on the books [*34] since 1986. The public’s affirmation of a law (about automatics) already in effect was misused to promote passage of entirely different laws, having nothing to do with “high caliber” “assault weapons” like the “M-16” and “AK-47.”

In Virginia and Maryland, the legislatures passed laws making some semiautomatics subject to the same police background check as handguns. 14 The Virginia and Maryland legislatures seemed to come closer to what the two non-flawed polls actually showed the larger segment of the public to want (approximately the same controls as are applied to handguns).

Because media reports of the polls do not reprint the actual question that was asked, readers are often prevented from even attempting to evaluate the distorting effect of misleading questions. 15

B. Sloppy Questions

The propensity for sloppy questioning leading to results of little practical value is not confined to questions about “assault weapons.” At least in regard to “assault” guns, pollsters might be excused for making a technical error in describing guns, a subject with which their question-writers apparently had little practical familiarity.

Other sloppy questions do not stem from technical mistakes. One of the most opaque gun questions was asked by Harris in January 1969, a few months after Congress had passed the first comprehensive national gun control law, the Gun Control Act of 1968: “Specifically, how would you rate the job Congress has done on not passing gun control legislation—excellent, pretty good, only fair or poor?” 16 A strong opponent of gun control would have to answer “only fair” or “poor,” because Congress had just enacted gun control legislation; a person favoring an absolutist interpretation of the right to bear arms could hardly say that a Congress which had just enacted the most sweeping federal gun control law in American history had done an “excellent” or “pretty good” job in “not passing gun control legislation.”

Harris found that 59% of the country gave Congress low marks on the job of “not passing gun control legislation.” While the results would seem to indicate opposition to federal gun control, the results were claimed to show public support [*35] for strict gun laws. And it is true that a gun prohibitionist, feeling that the Gun Control Act of 1968
did not go nearly far enough, might also give Congress low marks on “not passing gun control legislation.” Thus, persons who thought there was too much federal gun control, and persons who thought there was too little, might both answer that Congress had done a “fair” or “poor” job of “not passing gun control legislation.”

The question was, accordingly, worthless for research purposes. The most that the question revealed was that Harris himself apparently did not know about the 1968 Act, or thought that it did not go nearly far enough.

C. Overly General Questions

Another type of question which may lead to misleading results is the overly general question. Since at least 1975, Gallup has been asking if “the laws covering the sale of firearms should be more strict, less strict, or kept as they are now.”17 Yankelovich asks the same question.18

The question is only a useful policy guide if the public actually knows that the current “laws concerning the sale of firearms” are. Unfortunately, Wright, Rossi, & Daly found “a substantial degree of misinformation on the matter.” As a result, public “opinion that the existing measures should be made tougher is rather difficult to interpret meaningfully.”19 For example, one Missouri newspaper excitedly headlined “Voters Back Gun Control.” Yet analysis of the question indicated that a majority opposed laws as strict those in effect in Missouri for 65 years (apparently unbeknownst to most of its population).20

A question about whether present gun laws should be made stricter will be even less meaningful if the interviewer creates the incorrect impression that present laws are much weaker than they actually are. Gallup’s first question in 1989 and 1990 asked about banning the “AK-47.” The question assumed that the AK-47 (banned since 1986) was legal. If respondents believed that the first question was factually accurate (that AK-47s were legal), then they would be likely to favor making laws stricter than “they are now.” Not surprisingly, most of Gallup’s respondents thought that gun laws should be stricter than “they are now.”

Of all social science work conducted, media polling such [*36] as Gallup’s is near the top in influence on public policy. Unfortunately, it may be that Gallup’s staff is not in touch with the world of academic social science. If the Gallup staff were even peripherally in touch with academic social science, Gallup might stop asking flawed question such as whether gun laws should be stricter “than they are now.” It is unfortunate that the Gallup Poll apparently never became aware of the Wright, Rossi & Daly critique of the type of question Gallup uses.

Even questions which are slightly more specific may involve huge ambiguities. For example, a pollster may ask about requiring a “license” to own a gun. Do the “yes” respondents favor a system like that in Illinois, where everyone who is not insane or a criminal is readily granted a license, or like that in New York City, where the licensing process is meant to discourage most applicants?21

D. Questions that are Never Asked
One gun control question which has been conspicuous by its absence is the instant check” for handgun buyers. Since 1988, there has been no disagreement about the issue of federally mandated pre-purchase screening of gun buyers. Both the largest anti-gun lobby, Handgun Control, Inc., and the largest pro-gun lobby, the National Rifle Association, have agreed that the federal government should encourage states to check handgun purchasers for records of criminal convictions. The two organizations have sharply disagreed, however, about the mechanism for the check. Handgun Control, Inc., favors a seven day waiting period, during which police officials would have the option of conducting a background check. The National Rifle Association prefers an instant telephone check, whereby a gun dealer calls criminal justice records number to verify a prospective purchaser’s eligibility, much as the dealer already calls a credit card hotline to verify the purchaser’s use of a credit card.

Because for the last four years the debate has been “waiting period” vs. “instant check,” it might be expected that media pollsters would have repeatedly queried the public about which screening mechanism the public endorsed. But in fact, no media pollsters asked such questions. Instead, the pollsters asked only whether a waiting period was a good idea, and not [*37] whether an instant check was an even better idea. Regarding the waiting period in isolation, Gallup (using an argumentative question) found 95% support, and other pollsters reported similar numbers. Handgun Control, Inc., insisted that polls proved that the public favored the Handgun Control waiting period.

In May 1991, Lawrence Research conducted an analytical poll, and found that while 85% of the public liked the idea of a waiting period, only 33% liked a bill with the features of Handgun Control’s bill (such as making the check optional, and allowing lawsuits against police for an insufficiently thorough check).22 When presented with a choice between the instant telephone check and the waiting period, the public preferred the instant check 78% to 14%. It is unfortunate that during a four year period when Congress was debating the merits of a waiting period vs. an instant telephone check, no media pollster bothered to survey public attitudes on the question.

Would it be cynical to suggest that the reason the question was never asked was that the media pollsters (correctly) feared that the answer would be an overwhelming preference for an instant check?

A person who read only media polls might develop the impression that a substantial tightening of gun laws is a very important public policy objective for a very large majority of the American people. But when pollsters ask the general open-ended question, “What should be done about violent crime?” The percentage of people who answer “gun control” is often smaller than the sampling error.23 Reports of such polls do not, however, run under headlines such as “Few See Gun Control as Solution to Crime.” If, on the other hand, the open-ended questions did find large spontaneous support for gun control, we expect that the media reports would focus on “Record Support for Gun Control.”

In sum, the formulation and reporting of gun control questions in media polls is seriously flawed. The flaws are so pervasive as to significantly undermine the reliability of the pro-control numbers reported by the media pollsters.

The next section of the paper examines serious practical problems in conducting representative samples that threaten the accuracy of media polls. Two of the most serious errors are coverage errors and non-response errors.
IV. Sampling Biases

All too often media polls exhibit methodological limitations in sampling which can compromise their accuracy. These methodological problems are not unique to gun control polls, but the problems may have a particularly large impact on questions about sensitive questions such as gun ownership and attitudes towards gun control. Some errors exaggerate support for gun control while others work in the opposite direction. This section examines “coverage errors” as well as “non-response errors.” After discussing the various sources of errors, we conclude that the net result artificially exaggerates popular support for gun control measures in media polls.

A. Coverage error

“Coverage error” means failing to give any chance of being selected in the survey to some persons in the “target” population. The theoretical principles of sampling have long been known to statisticians, but the practical problems are still quite daunting—and quite expensive. This section looks at problems that can invalidate a sample’s accuracy over and above the purely statistical limitations of sampling, known as sampling error. Since almost all public surveys are conducted over the telephone, this discussion will be limited to telephone surveys.

Conducting a sample of the general population involves two distinct stages: [1] selecting a random sample of households, and [2] selecting respondents randomly from within households. In selecting a sample of households, the first consideration is to get a complete list of the telephone numbers for the target population. If the target population has been selected as “all households in the state,” failure to include households without telephones is called “coverage error,” as is failure to include people who are not-at-home or who refuse to participate when the interviewer calls their household. Such errors are critical because the resulting sample may not reflect all segments of the target population.

The proliferation of computers during the past few decades has meant a tremendous increase in the use of “random digit dialing” [RDD] methods. Only the smallest and least sophisticated media polls still depend upon directory-based sampling methods. Polls using directory-based methods simply cannot be relied upon. Nevertheless, despite the widespread use of RDD, it is still not possible to guarantee coverage of all households in a state. This might seem surprising because of the high penetration of telephones in the 1990’s, but it is true. Across the United States, the percentage of households who do not have telephones varies from 4% to 7%. More importantly, the likelihood of telephone ownership varies with family income, race, age and region.

These biases are well known to most professional pollsters, who attempt to correct for them by weighting the sample to achieve the regional, sex, or race distributions that they decide is best. Unfortunately, studies have shown that weighting only partially corrects for these biases and occasionally exacerbates them. Households without telephones differ from those with telephones, so no amount of weighting can replace the use of proper sampling methods.
The extent of bias in media polls that derives from the use of improper sampling methods remains to be systematically evaluated, but it is non-trivial, particularly in media polls done for regional papers. Attitudes towards gun control varies across social groups so that differential sampling across these groups is bound to have an impact upon the relative support that is reported. However, it is difficult to assess the effects of sampling upon gun ownership or attitudes towards gun control legislation because reported gun ownership is negatively associated with some of these factors and positively associated with others. The likelihood of both firearm and telephone ownership increases with family income, but firearms ownership is higher in the West and the South where telephone coverage is its lowest. Telephone ownership is higher among whites than non-whites, and whites are more likely to report owning firearms. Finally, telephone ownership is lowest in rural areas—precisely where firearms ownership is highest. While it is difficult to fully assess, the net impact of coverage errors is probably in favor of gun ownership and thus would tend to exaggerate the anti-control opinions.

Proper sampling involves more than merely finding a representative sample of households. A more difficult challenge is to successfully interview respondents from within a household. The most important problem associated with within-household sampling is called “non-response error,” which consists of two intertwined problems: finding respondents at home and getting them to participate in the survey. The key to reducing non-response error is the number of “callbacks.” If budgets are tight, it can be tempting to reduce the number of callbacks that are made to a household. Callbacks are expensive and it costs less for interviewers to simply call the next number on the list than to schedule time to pursue “incompletes.” Top quality survey firms make as many as 20 attempts to call back after the targeted respondent, while low-quality survey houses may not make any.

Callbacks are critical because the people who are easiest to contact differ from those who are more difficult to find, and who therefore require more callbacks to reach; for example, unemployed people, retired, or housewives are easier to find at home than are people who are employed, particularly men, or poorer people. For example, in a 1984 pre-election survey, Traugott found that repeated callbacks increased Reagan’s plurality over Mondale from 3% to 12%.

Refusals pose an even more important problem than not-at-homes. Not only are estimates of the refusal rate in commercial media polls over 25%, but, in addition, the demographics of the refusers is related to features which correlate with owning or not owning guns. In a wide variety of studies, refusers have been found to be older males, people with a high-school level of education or lower, and to be non-whites. Since education level and gender have been found to be associated with opposition to stricter gun-control legislation, the net result is a small bias against those groups who oppose stricter gun-control laws.

Refusal rates are even higher for surveys dealing with sensitive issues such as gun ownership. In a survey of Louisiana automobile owners so few blacks participated that the survey had to be limited to whites only. Our knowledge of gun ownership is limited by how willing people are to report they own a gun. If some groups are more reluctant than others to admit to owning a firearm, than what we believe about the social patterns of gun ownership may be seriously skewed. As well, if people who own firearms
are more likely to refuse to participate in surveys, then their opinions would be systematically under-represented in polls.

Non-response bias in media polls would appear to exaggerate support for stricter gun-control legislation. This [*41] follows primarily because errors due to non-response error (i.e., refusals and not-at-homes) are larger than those due to coverage errors. In short, the demographics that favor stricter gun legislation tend to be over-represented in media polls.

B. Fraud and Lies

Another potential problem with sampling is fraud on the part of the sampler. The media organizations which conduct media polls have no financial incentive to spend resources guarding against errors or fraud; the media have even less incentive to monitor closely the quality of the polling conducted by Gallup or Harris.

Accordingly, evidence of fraud is uncovered only sporadically, if ever. In 1968, the New York Times hired Gallup to conduct a survey of Harlem residents. The results were so interesting that an editor sent a reporter and photographer to do follow-up stories of some of the Harlem residents who had been interviewed. But at 7 of the 23 addresses that Gallup gave the Times, there was no dwelling. At 5 more, there was a dwelling, but the person allegedly polled did not live there, and the people who did live there had never heard of the person. Even the respondents that did actually exist turned out to be somewhat different than Gallup had reported. One “respondent” was a composite of four people playing cards.42

In one Harris poll, the employee selecting the sample cities chose them not for methodological reasons, but because they had interesting names.43 In another Harris poll (this one conducted for a private organization), the initial round of polling omitted some questions that the organization had wanted asked. At the client’s insistence, Harris sent follow-up mail questionnaires to all the persons who had been interviewed. Twenty-five percent of second surveys sent to the original “respondents” were returned as undeliverable, because there was no such address, or no such person.44

The anecdotes illustrate one reason why analytical polls may be more accurate than the media polls: the client has a larger financial stake in quality control.

It is impossible to conclude from anecdotes that fraud is rife within media polling. It is also impossible to exclude the possibility, particularly since the persons hired to actually [*42] conduct the interviewers tend to be young, and poorly attached to the labor force.

If fraud were not uncommon, it might be expected that the fraudulent poll-takers would be more likely to make up anti-gun responses from their non-existent interviewees, since the population segment most commonly hired as poll-takers, urban females, is also the most anti-gun segment.

Interviewers are, of course, not the only people who lie. Respondents may lie too. It has been suggested the 1973 Gallup and Harris surveys on the impeachment of President Nixon underestimated the breadth of support for impeachment because respondents were afraid that a pro-impeachment answer might expose them to retaliation from the government.45 Whether the respondents’ fears were realistic is irrelevant to the question of whether the fear induced the respondents to lie.
In regard to gun control polling, there could be potential for fearful respondents to lie. During the 1989-90 controversy over “assault weapons,” many politicians were calling for the confiscation of all such weapons in private hands. If a respondent owned an “assault weapon” and feared confiscation, he might also fear that a strong pro-gun response might indicate that he could be seen as an “assault weapon” owner.

Again, whether the fear was realistic does not matter.

The possibility that some gun owners may lie to “protect” themselves relates to the larger problem of respondent refusal to answer. Questions about firearms ownership are highly reactive, much like questions about personal income or sexual or criminal activities. Hence, these questions have a higher rate of refusal than other less reactive questions, so that people who answer such questions may differ from the full sample. It would certainly be consistent with the stereotype of gun owners for the typical (slightly paranoid) gun owner to refuse to answer any questions about guns with a stranger over the phone. But because media polls typically do not report raw figures, the drop-off is invisible.

While survey methods have vastly improved since Gallup first introduced polls in the 1930s, polling is still a challenging endeavor fraught with many perils. There are still many ways in which errors or biases can be introduced, in part because top quality survey methods are very expensive. In the case of media polls, where budgets are so tight, the commitment to top quality methods may too frequently have to be sacrificed to [*43] meager budgets. Additionally, it may be easy to sacrifice quality because it is so difficult for readers to discover what methods were actually employed and if any short cuts had been adopted. In sum, the problems with sampling are understood theoretically, but too often, due to budget constraints or lack of concern, ignored by the media pollsters.

V. Interviewer Effects

In addition to proper questions and scientific sampling methods, an accurate poll requires professional interviewing, a challenge as complex as sampling but less well understood theoretically. Interviewing refers to the general problem of questioning people to elicit their opinions or beliefs. Since the objective is to discover what the respondent believes, the interviewer should not introduce his or her own opinions.

An interview is a conversation between two people, and, despite the best training, all of the complexities of human interaction come into play. At the very start of a telephone interview, respondents can identify the interviewer’s gender. Within a few minutes, a respondent can often identify an interviewer’s race, social class, and where he or she grew up. Even if respondents are mistaken, their guesses still influence their answers.

Interviewer effects are a potential problem in all survey research studies, but their importance is substantially larger in surveys dealing with sensitive questions. Interviewer effects have been found to be more important in telephone polls than in face-to-face surveys. This follows because each interviewer is responsible for a larger number of respondents in telephone surveys than in other kinds of surveys.

Awareness of interviewer effects is not new. Early survey researchers found that respondents were influenced by the race of the interviewer. The effect of race appears to be limited to race-related questions and has been found to exist for both white
and black interviewers. Race is not the only interviewer characteristic that has been shown to influence respondents. Religion, age, social class, and sex differences have all been found to be important. In questions about abortion, female interviewers receive more “pro-choice” responses, and male interviewers receive more “pro-life” responses.

The predominant explanation is that many respondents tailor their responses to conform to expectations or to perceived social norms. Respondents exaggerate their degree of schooling, and refuse to acknowledge their (private) support for political candidates considered extremist and unpopular (such as Barry Goldwater in 1964 and George Wallace in 1968). After President Kennedy was assassinated, few respondents admitted voting against him. During Watergate, a majority of Californians claimed to have voted for George McGovern—even though Nixon carried the state by 1,126,249 votes!

In many cases, interviewer effects (or more precisely, respondents’ desire to give responses which they think will please the interviewer) have been found to be substantially larger than sampling error. Two studies estimate that interviewer effects are about 5% to 7% of total response variance. However, this study averaged effects across both sensitive and non-sensitive questions.

Unfortunately, too many media polls ignore the problem of interviewer bias or assume it away. While it is true that no researcher can successfully deal with all possible problems in any given survey, it is necessary to address the major problems or else one is forced to accept a low level of quality.

Interviewer effects can be expected to cause problems in surveys on firearms issues not only because of the sensitivity of questions dealing with firearms, but also because of the social differences between interviewers and the respondents most likely to be pro-gun. Historically, urban-rural differences are one of the most important cleavages in politics, along with race, religion, and social class. In understanding public attitudes towards gun control, the most important variable is (not surprisingly) firearms ownership. Gun owners tend disproportionately to be rural and small town middle-class males. In contrast, telephone survey interviewers tend to be urban females, who are unlikely to own guns and are likely to support severe gun control. Accordingly, it is entirely possible that respondents answering questions about gun control posed by urban females might be inclined to give more pro-control answers.

VI. Conclusion and Discussion

For many years, academics have been discussing the significance of the large pro-control sentiment reported by the media polls. Hazel Erskine complained “It is difficult to imagine any other issue on which Congress has been less responsive to public sentiment for a longer period of time.” More recently, Douglas Jeffe and Sherry Bebitch Jeffe examined gun control polling, and predicted that a wave of prohibitions on “semiautomatic assault weapons” would “reduce the NRA to a voice in the wilderness.”

Jeffe and Jeffe made their prediction in an article discussing the results of a 1989 CNN/Los Angeles Times poll. The prediction of Jeffe and Jeffe turned out to be inaccurate. Only one state besides California enacted an “assault weapon” law, and in that state (New Jersey) the legislature voted to rescind much of the law the next year.
(Although the Governor successfully vetoed the repeal.) Jeffe and Jeffe were not, however, guilty of a unique error. Reports in media polls of huge pro-control majorities have often been accompanied by incorrect predictions of the enactment of stricter gun laws.

Various hypotheses have been offered as to why there is such a large discrepancy between public opinion polls and legislative action. One theory has been that opponents of control hold their views with more intensity than do proponents of control, and hence exert greater influence.

One way to test the intensity hypothesis has been to ask respondents how strongly they feel about the gun control issue. In the polls conducted by Schuman and Presser, and the polling conducted by Caddell (none of these polls being “media polls”), it was the proponents of control who were more likely to describe the gun issue as important to themselves, and as an important basis for their votes. 60 If the polling results about intensity are accurate, the gap between public opinion and legislative action becomes even more difficult to explain, since the gun control advocates are not only more numerous, but also more inclined to take political action on their beliefs.

But actual behavior does not comport with the polling results. The largest pro-gun organization, the National Rifle Association, has 2.5 million members, while the largest anti-gun organization, Handgun Control, Inc., has only 200,000. The mail received by most legislative offices generally runs at least 12:1 in favor of the pro-gun side. (In rural districts, the [*46] pro-gun advantage may be 100:1.) Pro-gun rallies at state capitols routinely draw hundreds, and sometimes tens of thousands of people. Few anti-gun organizations have enough grassroots strength to even schedule a rally. In short, if “intensity” is measured by visible involvement in public policy questions, the pro-gun forces are far more intense.

Thus, the “intensity of activity” hypothesis seems plausible, and may explain much of the discrepancy between public opinion polls and actual political results. The fact that so many respondents claim to have intense feelings in favor of gun control, but very few of those persons seems to act on those stated “intense” feelings, may be further support for an interviewer effect in gun control polling. Some respondents may feel that they are pleasing the interviewer by claiming that the anti-gun position is one of their most important political beliefs.

Besides the intensity hypothesis, another explanation for why legislative results are so divergent from media poll results about gun control may be that the polls themselves substantially overstate public support for gun control. The only research done thus far on that question was conducted by Schuman and Presser, who found that variations in question formulation accounted for a 1.7% to 6.4% variance in survey results. Schuman and Presser rejected the hypothesis that polling results are far out of line with actual public opinion; the authors noted, correctly, than even with a 6.4% variance, the reported level of support for gun control was still quite high.

Schuman and Presser, however, analyzed only one of the potential factors potentially causing inaccuracy in polling—the impact of argumentative polling questions themselves. This paper has attempted to more broadly survey several factors which, cumulatively, could sharply skew the results in public opinion polls on gun control. These factors are most commonly present in the hastily-conducted surveys which we have dubbed “media polls.”
Our review shows that media polls typically exhibit numerous problems. The poll questions themselves suffer from myriad flaws, which give an unduly simplified view of public opinion. Slanted, loaded, or technically incompetent questions are common, and results are often claimed to support a position that was never queried. For example, questions asking about bans on particular models of fully-automatic firearms are used as evidence of public support for prohibition of semiautomatics. Short question series fail to explore respondents’ opinions adequately. Questions about whether gun laws should be made stricter do not examine whether the respondents understand what the present laws are. The media typically only ask about the desirability of gun control and not about the right to bear arms or about alternative strategies for dealing with violent crime.\textsuperscript{61}

A second major possible distorting factor in media polls stems from the lack of outside quality controls on media polls, and the propensity to produce results in a hurry. Methodological limitations arise which may over-emphasize the views of relatively anti-gun segments of the population (urban females) and under-emphasize the views of pro-gun segments (males with full-time jobs). In addition, the most militant gun owners may have reasons of their own for refusing to communicate their militancy to strangers on the telephone. Lastly, since most interviewers are urban females (an anti-gun group), it has been suggested that interviewer effect might produce relatively more anti-gun answers. Preliminary research suggests that the interviewer effect relating to gender may change the intensity of an answer, but not the basic position expressed.

In sum, media polls on gun control are often not scientific and should be interpreted with caution. Media polls may tend to exaggerate popular support for sterner gun control measures.

\textbf{Endnotes}


Both surveys reported consistent findings that about 40-50\% of U.S. households owned some kind of gun, and about half of those households [*48] owned a handgun. The two surveys agreed that about 7\% of adults carry a gun on their person, and that 40\% of handgun owners bought their weapon mainly for self-protection. About 15\% of all registered voters or their families had used a gun in self-defense (including by brandishing it). Caddell reported that 2\% of all adults had personally fired a handgun in self-defense; DMI found that 6\% of all registered voters or their families had fired a gun in self-defense. The incidence of firearms accidents was about equal to the incidence of firearms use for self-defense.

The two surveys also produced similar results about gun control. Regarding mandatory prison sentences for criminals who use a gun, Caddell found 83\% support, and DMI found 93\% support. Requiring detailed record-keeping by gun dealers was favored by 54\% of the DMI respondents, and 49\% of Caddell’s. Caddell found about 62\% of the population against a ban on handgun ownership, while DMI found 83\% opposed. Each survey found 40-50\% agreeing that stricter gun controls would reduce crime.
78% of Caddell’s sample thought that gun control laws only affect law-abiding citizens; 85-91% of DMI’s sample thought registration would not prevent criminals from acquiring handguns. About half of the DMI and Caddell samples agreed that national gun registration might eventually lead to total firearms confiscation.

To the extent the surveys seemed to differ, it was usually because the pollsters had asked different questions. For example, 87% of DMI thought that the Constitution guaranteed an individual right to own a gun, and 53% of Caddell thought handgun licensing was Constitutional. The results were consistent, in that the majority may have felt that the Constitution guarantees a right to own a gun, but that handgun licensing does not violate that right.

Thus, Wright, Rossi and Daly concluded:

Despite the occasionally sharp differences in emphasis and interpretation...the actual empirical findings from the two surveys are remarkably similar. Results from comparable (even roughly comparable) items rarely differ between the two surveys by more than 10 percentage points, well within the “allowable” limits given the initial differences in sampling frame and the usual margin of survey error...[O]n virtually all points where a direct comparison is possible, the evidence from each survey says essentially the same thing. [p. 240].
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