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As policymakers consider expanding insurance coverage for individuals infected with human immunodeficiency virus (HIV), it is useful to ask if insurance has any affect on health outcomes and, if so, whether its magnitude has changed with recent efficacious but expensive treatments. By using data from a nationally representative cohort of HIV-infected (HIV+) persons receiving regular medical care, we estimate the impact of insurance on mortality in this population. A naive single-equation model confirms the perverse result found by others in the literature—that insurance increases the probability of death for HIV+ patients. We attribute this finding to a correlation between unobserved health status and insurance status in the mortality equation for two reasons. First, eligibility rules for Medicaid and Medicare require HIV+ patients to demonstrate a disability, almost always defined as advanced disease, to qualify. Second, if unobserved health status is the cause of the positive correlation, then including measures of HIV+ disease as controls should mitigate the effect. Including measures of immune function (CD4 lymphocyte counts) reduces the effect size by approximately 50%, although it does not change sign. To deal with this correlation, we develop a two-equation parametric model of both insurance and mortality. The effect of insurance on mortality is identified through the judicious use of state policy variables as instruments (variables related to insurance status but not mortality, except through insurance). The results from this model indicate that insurance does have a beneficial effect on outcomes, lowering the probability of 6-month mortality by 71% at baseline and 85% at follow-up. The larger effect at follow-up can be attributed to the recent introduction of effective therapies for HIV infection, which have magnified the returns to insurance for HIV+ patients (as measured by mortality rates).
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1. INTRODUCTION

Treatment of human immunodeficiency virus (HIV) infection poses tremendous challenges to our public and private health care financing system. With the advent of efficacious—but expensive—new therapies, it is possible that health outcomes for HIV-infected (HIV+) persons will be very responsive to the availability of insurance. The HIV Cost and Services Utilization Study (HCSUS) assembled the first nationally representative cohort of HIV-infected persons receiving regular medical care (Bozzette et al. 1998; Shapiro et al. 1999a). This dataset provides a unique opportunity to produce national estimates of the impact of insurance on health outcomes, particularly mortality.

Measuring the efficacy of insurance in deferring mortality among HIV+ patients is complicated by the association between disease severity and insurance availability. For example, in the early stages of the epidemic, HIV affected a relatively affluent homosexual male population. Many were employed and had private insurance at the time of infection. However, as their health deteriorated, they were forced to leave their jobs and they lost their insurance. Eventually they qualified for public insurance through Medicaid or Medicare, but eligibility rules for these programs require HIV+ patients to demonstrate a disability—almost always associated with advanced disease.

These patterns of insurance coverage pose a challenge for analysts. Indeed, in Lancaster and Intrator’s (1998) study of the hospitalization rates for HIV+ patients using longitudinal data from a large multisite study, they found the perverse result that health insurance increases the risk of death for HIV+ individuals. Lancaster and Intrator were appropriately suspicious of this result, calling it “striking,” and identified it as an area for further investigation. In this article, we attempt to estimate the true effect of insurance on mortality by modeling both simultaneously.

Our article has applicability to a broader set of issues in medicine. Much clinical research is devoted to analyzing the effects of various treatments on health outcomes. Typically, this is done with controlled clinical trials that randomize patients to treatment group. However, for various reasons, including cost and ethical concerns, randomized trials often are infeasible or too narrowly defined to be useful to policymakers. Researchers can circumvent these problems by using observational data in studies that evaluate outcomes. However, as McClellan, McNeil, and Newhouse (1994) and others have argued, such studies may be subject to bias—differences in outcomes between treatment groups may reflect underlying differences in characteristics that are not measured and cannot be controlled for via modeling. In this quasi-experimental setting, analysts typically view these unobservable characteristics
as reflecting health status differences between the treatment and control groups.

Few observational studies of health care interventions deal effectively with unobserved disease severity bias. An exception is McClellan et al., who apply instrumental variables (IV) techniques to Medicare claims data to analyze the effect of more intensive treatment on the mortality of elderly acute myocardial infarction patients. In IV estimation, analysts use variables that influence treatment choice, but not health outcomes, to purge the estimates of bias on the margin. Essentially, this amounts to quasi-randomization of patients to groups that differ in their likelihood of receiving treatment.

We develop a similar but distinct approach that may be used in a nonlinear setting where both the outcome and the treatment variable are binary, namely, a joint model of insurance and mortality. In constructing our model, we use state policy variables that affect the ease with which patients can obtain public insurance as instruments. These variables are clearly related to patient insurance status but should not directly affect death rates (except through insurance). By allowing arbitrary correlation between insurance and mortality in a parametric setting, and choosing our instrumental variables judiciously, we account for bias that arises because the sickest patients get public insurance.

Why might insurance status affect mortality? Several antiretroviral drugs were developed to treat HIV disease. The earliest effective drugs were the nucleoside reverse transcriptase inhibitors, such as zidovudine (AZT). More recently, newer drugs, such as protease inhibitors and nonnucleoside reverse transcriptase inhibitors, have come into clinical practice. Certain combinations of these drugs—commonly referred to as highly active antiretroviral therapies (HAART)—have been shown to reduce mortality in HIV+ patients (Palella et al., 1998). A panel of clinicians recommended the initiation of HAART even before the development of AIDS symptoms for many HIV+ patients (Carpenter et al., 1998). However, HAART costs roughly $10,000 per year of treatment (United States General Accounting Office, 1998), so it is not surprising that patients with insurance are much more likely to initiate therapy (Shapiro et al., 1999b). Therefore, with these drugs, it is reasonable to expect that patients with insurance are less likely to die.

In addition, one may ask why estimating the true effect of insurance on mortality is interesting. Clinicians are probably more concerned with the direct effect of new treatments on mortality. Such questions, although important, are best addressed via randomized trials. Policymakers, however, cannot affect treatment directly without interceding into the patient–provider relationship. This is something they are probably reluctant to do. In the context of HIV, then, most policy efforts have focused on extending Medicaid coverage to nondisabled workers. Our strategy allows us to predict the effects of novel policies, such as extending insurance to all HIV+ patients, that cannot be addressed with reduced form estimates alone.

The next section describes the innovative HCSUS dataset used to address this issue. Following that, we provide some context by presenting a naïve model that treats insurance as a covariate, not as a joint outcome. We then present our joint model of insurance and mortality and provide the details of its estimation and fit diagnostics. The final sections discuss the limitations of our analysis and conclusions. Appendixes A and B detail our computation of standard errors given the clustered sample design and detail our sensitivity analyses.

2. DATA

Our goal is to measure the effect of health insurance on the mortality of the HIV+ population in care. As the only nationally representative dataset of HIV+ patients, the HCSUS data are ideally suited to address this question. (A public-use data file from HCSUS is available from the Agency for Healthcare Research and Quality.)

HCSUS employs a multistage national probability sample design described in detail elsewhere (Frankel et al. 1999). The reference population is HIV+ patients over 18 years old who made at least one visit for regular care in the contiguous United States in early 1996. HCSUS samples Metropolitan Statistical Areas (MSAs) and clusters of rural counties (Lam and Liu 1998) in the first stage of sampling, health care providers in the second stage, and patients in the third stage. Women and patients of private, staff-model HMOs are oversampled. The HCSUS sample does not include HIV+ patients whose only contact with the health care system was through military, prison, or emergency department facilities.

HCSUS collected three rounds of interviews: baseline, a first follow-up, and a second follow-up. Initially, 2,864 baseline interviews were conducted between January 1996 and April 1997, with a response rate of 68% (Duan et al. 1999). The first follow-up interview was conducted with 2,466 subjects between December 1996 and July 1997, and the second follow-up was conducted with 2,267 subjects between August 1997 and January 1998. Much of the attrition between the waves is due to mortality.

Toward the end of data collection for the baseline survey, new efficacious therapies were introduced into clinical practice. These HAART’s disseminated widely as the first follow-up survey was in the field. To account for this change, we estimate two sets of models. In the first set, we use the baseline sample of 2,864 respondents with covariates measured at the time of the baseline interview (except mortality, which for obvious reasons is measured at later time points). In the second set, we use the first follow-up sample of 2,466 subjects with covariates measured at first follow-up.

Mortality status is unknown for all respondents, but we impute missing values for essential covariates by using a standard hot-deck strategy described in detail elsewhere (Duan et al. 1999). The theoretically troublesome assumption needed for the validity of this hot-deck procedure is ignorability of nonresponse. In practice, this is not a concern, given the small number of missing respondents, 4.9% for CD4 cell counts and less than .5% for all other covariates including insurance. The results of our model are not sensitive to excluding respondents with imputed values.

We construct analytic weights to adjust the sample to the reference population. A respondent’s analytic weight, which
may be interpreted as the number of people in the population represented by that respondent, is the product of three patient-specific quantities: the sampling weight, the multiplicity weight, and the nonresponse weight. The sampling weight adjusts for oversampling (of women, for example); the multiplicity weight adjusts for patients who could potentially enter the sample via multiple providers; and the nonresponse weight adjusts for differential cooperation (Duan et al. 1999). All analyses presented in this article use these weights. Adjustment of standard error estimates for the complex sample design is discussed later.

We use mortality 6 months after baseline and follow-up interviews. Mortality is based on data collected by our interviewers in the field and from Equifax, Inc., a company that tracks deaths in the United States. The main explanatory variable we are interested in is insurance status, derived from the HCSUS data.

Descriptive means for all model variables are given in Table 1. Most of the variables are self-explanatory. In some models, we include measures of the lowest ever CD4+ T-lymphocyte cell count, a critical measure of the function of a patient’s immune system. A depletion in these cells correlates strongly with the worsening of HIV disease and the risk of developing an acquired immunodeficiency syndrome (AIDS) defining opportunistic infection (Harrison et al. 1997). In this article, we categorize CD4+ counts, following Bozzette et al. (1998), into four categories, as shown in Table 1. Patients with CD4+ lymphocyte counts below 50 have a very poor prognosis in general; those with counts above 500 are considered much healthier.

We use state policy regarding Medicaid as our instrumental variables. In our model, we would like these instruments to predict whether an individual is covered by insurance but not to affect mortality (except via insurance). Medicaid is the most common form of insurance for the HIV+ population in care, covering 46% of the population. States vary in the generosity of Medicaid, both in terms of eligibility restrictions and in the generosity of coverage. For each patient, we define the following two variables based on generosity of Medicaid in the state in which the patient is sampled:

1. Medically needy program: A dummy variable indicating whether the state Medicaid has a restriction on the number of drugs per prescription.

2. AFDC threshold. The state’s income eligibility threshold for Aid to Families with Dependent Children (AFDC) eligibility in 1997. AFDC eligibility makes a person immediately eligible for Medicaid, and so it is a potentially important source of Medicaid coverage for HIV+ women.

Clearly, these state policies affect Medicaid participation, but the question arises whether they affect other types of insurance, especially private insurance. In other contexts, economists have found that public insurance availability can encourage people to reduce private insurance—a crowd-out effect (Cutler and Gruber 1996). This is especially a concern for the HIV+ population, for which anecdotal evidence suggests that patients try to keep working to maintain private coverage until they are sick enough to qualify for Medicaid or Medicare.

These incentives are stronger when public insurance is more generous. Thus, we also define a set of instrumental variables based on the generosity in a patient’s state. In addition to the generosity of Medicaid programs, we include measures of the generosity of Aids Drug Assistance Programs (ADAP’s). ADAP’s are state-administered drug reimbursement programs that pay for HIV-related medication for low-income HIV-infected with no insurance or inadequate insurance. These programs are funded through a combination of federal and state resources and provide an important source of funds for the HIV+ population (Doyle, Jefferys, and Kelly 1998). The generosity measures include:

1. Per-prescription limits. A dummy variable indicating whether the state Medicaid has a restriction on the number of drugs per prescription.

2. Less than three covered prescriptions per month: A dummy variable indicating whether the state Medicaid program limits the number of covered prescriptions per month to three, a particularly severe restriction for HIV+ patients. Either all states have no limits on monthly prescriptions, or they set a maximum of three, five, or six prescriptions per month.

3. Five or six covered prescriptions per month: A dummy variable indicating whether the state Medicaid program limits the number of prescriptions per month to five or six, a moderately severe restriction for HIV+ patients.

4. Generous ADAP program: Whether the state has a generous ADAP program, as determined by a grade of A or B from the National ADAP Monitoring Project (Doyle, Jefferys, and Kelly 1998).

We prefer to fit models that include variables that control for Medicare eligibility because they are most likely to be independent of unobserved health status. Variables reflecting the generosity of Medicaid or ADAP within states seem more likely to be correlated with unobserved variables that predict mortality separately from insurance status. However, we estimate models with these variables to test the sensitivity of our results to the choice of the instrumental variable.

3. A NAÏVE MODEL

To illustrate the consequences of selection bias, we estimate a naïve probit model, where insurance is treated as just another covariate. Because mortality risk depends on factors other than insurance coverage, we include in the model other covariates that are arguably uncorrelated with the error, which we interpret as unobserved determinants of mortality risk. This model treats insurance status as an exogenous variable. Because we will contrast the resulting probit estimate of the association between mortality and insurance status with the results from our structural model, we discuss this naïve model in some formal detail here. Let $m^*_i$ represent an index function that measures the mortality propensity for HIV+ patient $i$
Table 1. Weighted Descriptive Statistics

<table>
<thead>
<tr>
<th>Variable</th>
<th>Baseline (n = 2,864)</th>
<th>Follow-up (n = 2,466)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demographics</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Insured</td>
<td>79%</td>
<td>82%</td>
</tr>
<tr>
<td>Age</td>
<td>38 years (8.5)</td>
<td>39 years (8.4)</td>
</tr>
<tr>
<td>Nonwhite</td>
<td>51%</td>
<td>49%</td>
</tr>
<tr>
<td>Female</td>
<td>30%</td>
<td>29%</td>
</tr>
<tr>
<td>Presumed exposure route</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men who have sex with men</td>
<td>52%</td>
<td>54%</td>
</tr>
<tr>
<td>Intravenous drug user</td>
<td>20%</td>
<td>20%</td>
</tr>
<tr>
<td>Heterosexual or other</td>
<td>28%</td>
<td>26%</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than high school degree</td>
<td>25%</td>
<td>25%</td>
</tr>
<tr>
<td>High school degree</td>
<td>56%</td>
<td>56%</td>
</tr>
<tr>
<td>College degree or more</td>
<td>18%</td>
<td>19%</td>
</tr>
<tr>
<td>Years since diagnosis</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than 1 year</td>
<td>10%</td>
<td>10%</td>
</tr>
<tr>
<td>1–2 years</td>
<td>12%</td>
<td>12%</td>
</tr>
<tr>
<td>3–4 years</td>
<td>22%</td>
<td>22%</td>
</tr>
<tr>
<td>5+ years</td>
<td>56%</td>
<td>56%</td>
</tr>
<tr>
<td>State policies</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medically needy program</td>
<td>82%</td>
<td>83%</td>
</tr>
<tr>
<td>AFDC threshold $5,489 ($1,887)</td>
<td>$5,486 ($1,800)</td>
<td></td>
</tr>
<tr>
<td>Per-prescription limits</td>
<td>35%</td>
<td>34%</td>
</tr>
<tr>
<td>Less than 3 covered prescriptions/month</td>
<td>6%</td>
<td>6%</td>
</tr>
<tr>
<td>5–6 covered prescriptions/month</td>
<td>46%</td>
<td>47%</td>
</tr>
<tr>
<td>Generous ADAP program</td>
<td>68%</td>
<td>69%</td>
</tr>
<tr>
<td>Lowest ever CD4 lymphocyte count (cells per mm$^3$)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>500+</td>
<td>9%</td>
<td>7%</td>
</tr>
<tr>
<td>200–499</td>
<td>38%</td>
<td>38%</td>
</tr>
<tr>
<td>50–199</td>
<td>30%</td>
<td>32%</td>
</tr>
<tr>
<td>0–49</td>
<td>23%</td>
<td>24%</td>
</tr>
<tr>
<td>Mortality (postinterview)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Died by 12 months</td>
<td>7%</td>
<td>5%</td>
</tr>
</tbody>
</table>

NOTE: Number in parentheses indicate the population SD.

1 year after interview. The indicator variable $m_i \in \{0, 1\}$ represents whether patient $i$ died 1 year after interview. If insured$_i$ represents whether patient $i$ is insured, then the naïve model is

$$m_i^* = c_i + \gamma \times \text{insured}_i + \beta_1 X_i - \varepsilon_i,$$

(1)

where $X_i$ represents exogenous covariates that determine mortality propensity, and $c_i, \beta_1,$ and $\gamma$ are parameters to be estimated. The term $\varepsilon_i$ is an identically distributed error term representing unobserved determinants of $m_i^*$ that we assume to be independent of both $X_i$ and insured$_i$ in this specification. We define $m_i$ as

$$m_i = \begin{cases} 
1 & \text{if } m_i^* > 0, \\
0 & \text{if } m_i^* \leq 0.
\end{cases}$$

(2)

To complete the model, we specify a distribution for $\varepsilon_i$ as standard normal, with zero mean and unit variance. This distributional assumption implies a probit model for $m_i$, where the probability of death, conditional on insured, and $X_i$ is

$$P[m_i = 1 | \text{insured}_i, X_i] = P[m_i^* > 0 | \text{insured}_i, X_i] = \Phi(c + \text{insured}_i \times \gamma + X_i \beta),$$

(3)

where $\Phi(\cdot)$ is the cumulative distribution function for the standard normal distribution. With (3), we obtain naïve estimates of $c, \beta,$ and $\gamma$ by using a (weighted) maximum likelihood estimator. This estimator is naïve because of the assumption that insured, is independent of $\varepsilon_i$. The impact of insurance on mortality propensity is given by $\gamma$.

4. RESULTS FROM THE NAÏVE MODEL

We estimate the naïve model twice, once with baseline data and once with follow-up data. We do so because one of our objectives is to see whether the insurance effect on mortality ($\gamma$) has changed with time. There are some strong reasons to believe it has. In particular, between the time of the baseline and the first follow-up survey, new and powerful drugs (such as protease inhibitors) became available. These HAART’s are remarkably effective in combating the progression of AIDS (Collier et al. 1996).

Comparing the two values of $\gamma$ that we obtain from the two runs of our model, we have an estimate of the change between baseline and follow-up time periods in the effectiveness of insurance in reducing mortality among AIDS patients. Table 2 summarizes the results from the naïve models. To demonstrate the importance of including information on health status, we include two sets of estimates for each sample—one set with controls for disease progression, particularly CD4 cell count, and one without.

To provide a better metric for the magnitude of the results, we also predict the probability of death for everyone in our sample both with and without insurance. We then
compute the relative impact of insurance on average mortality ($\Delta$; labeled “increase in relative mortality” in the model results in Tables 2–4). More precisely, we compute

$$\Delta = \frac{\text{Avg mortality insured}}{\text{Avg mortality not insured}} - 1$$

$$= \frac{\sum_i w_i \Phi(\hat{\beta} + \hat{\gamma} X_i + \hat{\gamma})}{\sum_i w_i \Phi(\hat{\beta} X_i)} - 1,$$

where $w_i$ is the sample weight for observation $i$, and the parameters with hats (\^) represent estimated values.

In the baseline sample, insurance is associated with an increased probability of death by first follow-up, and the effect is statistically and substantively significant without severity controls. This finding is analogous to that of Lancaster and Intrator (1998). This positive finding persists in the mortality analysis of the first follow-up data without severity controls, although the effect is no longer statistically significant.

In both samples, the use of severity controls reduces the magnitude of the insurance effect substantially. For instance, in the baseline sample, the results without severity controls indicate that insurance increases relative mortality by 144%. Including health status measures like CD4 cell count reduces this effect to 31%, but it does not disappear. Similar results are obtained in the follow-up sample. We attribute these findings to a spurious correlation between severity of illness and insurance status for HIV+ patients, i.e., insured, is correlated with $\epsilon_i$. Unobserved elements of severity of illness and disease progression are among the most important elements in $\epsilon_i$, the unobserved determinants of mortality propensity. If we had enough information about disease severity, we might even reverse the sign of this effect. Unfortunately, such data are not available in a patient survey. In the next section, we present a structural model to allow for correlation between insurance status and mortality from unobservable health status.

5. A STRUCTURAL MODEL

In the structural version of our model, we retain Equations (1) and (2) but drop the assumption that $\epsilon_i$ is independent of insured. Instead, we specify an additional equation for insured, that embodies the mechanism that we believe is driving the naïve results. Let insured* represent the propensity of patient $i$ to have health insurance at the baseline interview. We specify

$$\text{insured} = c_2 + \beta_2 Z_i - \eta_i,$$

where $Z_i$ represents variables that determine insurance status, including our set of instrumental variables (that is, variables that belong in the insurance equation but not in the mortality equation); $c_2$ and $\beta_2$ are additional parameters to be estimated; and $\eta_i$ represents the unobserved determinants of insurance status. We assume

$$\text{insured} = \begin{cases} 1 & \text{if insured}^* > 0, \\ 0 & \text{if insured}^* \leq 0. \end{cases}$$
To complete the model, we need to assume a distribution for $\varepsilon_i$ and $\eta_i$. We posit a bivariate normal distribution with arbitrary correlation ($\rho$) across the errors (and unit variances to reflect a necessary scaling assumption):

$$
\begin{bmatrix} \varepsilon_i \\ \eta_i \end{bmatrix} \sim \text{BVN} \left( \begin{bmatrix} 0 \\ \mu_i \end{bmatrix}, \begin{bmatrix} 1 & \rho \\ \rho & 1 \end{bmatrix} \right).
$$

(7)

We assume a bivariate normal distribution of the errors because it allows considerable flexibility in the correlation structure across the errors and because it is a natural generalization of the probit assumption in the naïve model. Still, one might question whether such strong distributional assumptions are necessary to consistently measure the structural parameter ($\gamma$) that we are most interested in. Unfortunately, in our case with a discrete dependent variable ($m_i^*$) and a probit naïve model, we do not have available the easiest method with which to avoid such distributional assumptions, an IV estimator. In our structural model, we can identify the causal effect of insurance on mortality rates because we have plausible instruments. We use variables measuring the generosity and eligibility thresholds of the ADAP and the Medicaid program in the patient’s state as variables that predict whether a patient has insurance but do not directly belong in the mortality equation. Because our hypothesis is that the naïve finding is caused by late-stage AIDS patients enrolling in Medicaid, these arguably exogenous state policy variables seem to be just the right instrument set.

The difficulty with an instrumental variables estimator for $c_i$, $\beta_i$, and $\gamma$ is that there is no easy way to recover the structural error $\varepsilon_i$ from a transformation of the data, because $m_i^*$ is never observed. The usual IV approach requires isolating $\varepsilon_i = m_i^* - E(m_i^*)$ from Equation (1) and using the orthogonality of the instrument set $Z_i$ with the structural error to define a consistent estimator. This kind of estimator does not require an explicit unverifiable assumption about the form of the full distribution for $\varepsilon_i$. It relies entirely on the assumption of orthogonality of the instrument set with the structural error (which at some level is also unverifiable). Of course, because $m_i$ is observed, we can construct $\mu_i = m_i - E(m_i^*)$, but the relationship between $\varepsilon_i$ and $\mu_i$ is not obvious. In particular, we cannot tell whether the orthogonality of $Z_i$ and $\varepsilon_i$ implies the orthogonality of $Z_i$ and $\mu_i$ without more explicit assumptions (such as a full specification of the $\varepsilon_i$ distribution). Thus, we cannot define an IV estimator by using only observed information.

Another popular procedure for estimating binary dependent variable models in the presence of endogenous right side variables is a two-step estimator. The endogenous variable is regressed on the instrumental variables (and other exogenous variables), and predicted values from this first step regression are inserted into the structural equation. This procedure yields consistent estimates of the structural parameters when the second stage involves a continuous dependent variable. In fact, two-stage least squares (2SLS) estimates are equivalent to the IV estimator in the presented case with a continuous depen-
dent variable. However, in the case of a binary probit, this procedure will not yield consistent estimates of the structural parameters. Bhattacharya, McCaffrey, and Goldman (1999) reviewed the research related to such estimators and concluded that the literature offers no simple consistent two-step estimator.

Angrist (1991), Evans and Schwab (1995), Angrist and Evans (1998), and Evans, Farrelly and Montgomery (1999) noted that the 2SLS estimation procedure applied to a linear probability model for the dichotomous outcome can sometimes recover an acceptable approximation to the treatment effect. However, for our data, this linear approximation provided results that differed substantially from the results of the bivariate probit model; in particular, they resulted in estimated effects that were implausibly large. By using 2SLS with the same instruments and covariates of the bivariate probit model, we find that the predicted probability of death for those with insurance is .5%, and it is 10.1% for those without insurance. These results confirm that using an instrumental variable approach, even in a linear probability model context, leads one to predict that insurance is protective. However, the underlying mortality risk for these individuals is too low for an HIV+ patient population, even with HAART. Further, in other specifications (not shown), the 2SLS procedure yielded negative mortality probabilities for the insured. Thus, we develop a joint structural model of mortality and insurance.

We use maximum likelihood to estimate the parameters of our model. Details on the bivariate probit likelihood function can be found in Greene (2000). In Appendix A, we discuss how we calculate standard errors that account for the multistage sampling design of HCSUS. In Appendix B, we show how our structural framework is directly related to the Neyman–Fisher–Cox–Rubin causal model, which may be more familiar to statisticians than the structural framework we use.

### 6. IDENTIFICATION OF STRUCTURAL EFFECTS

The distributional assumptions aside, as in all IV-based studies, the credibility of our study rests on thebelievability of our instruments. Our state policy instruments could fail in at least two ways. First, the estimators perform poorly if the instruments are only weakly correlated with the treatment variable, i.e., insurance status (Nelson and Startz 1990; Bound, Jaeger, and Baker 1995; Staiger and Stock 1997). Thus, we report Wald statistics for the joint significance of our instruments in predicting insurance status.

Second, our instruments might be correlated with unobserved determinants of mortality (like unmeasured health status variables). The assumption that an instrumental variable is uncorrelated with the outcome measure cannot be directly tested. For these reasons, some researchers have argued that IV estimates in this context should be viewed with caution (Bound et al.).
However, in our application, it seems clear that patients have little direct influence at an individual level on state policies, so our state policy instruments are prima facie exogenous. This argument is not enough to establish exogeneity, however, if there are unobserved state-level variables that determine both health and insurance status. In that case, state policies would be endogenous in our model despite the lack of control by patients over these policies. To address this issue, we develop some indirect evidence that our instruments are not simply picking up differences in unobserved health across states. If the latter hypothesis were true, then one would expect to find that our state-level policy instruments predict the mortality of patients even in a non-HIV, non-Medicaid population.

To check this assumption, we estimate a logit model of 1-year mortality by using data from the Medicare Current Beneficiary Survey (MCBS). On the right side, this mortality model includes a sparse set of health status indicators, such as measures of activities of daily living (ADL’s) and a general health index, and our state policy instruments. Because this elderly or disabled population is by definition insured by Medicare, our instruments should not predict their mortality unless they proxy for unobserved state-level effects. In fact, we find that our instruments are not statistically significant in the model, with odds ratios near 1 in response to a one-standard deviation movement in their values. Complete results of this logistic regression are available on request from the authors. Of course, these results do not prove that unobserved state effects are unimportant in the HCSUS population, but they are certainly suggestive. There is no good reason to expect that such effects should be present for HIV+ patients when they are not present for the elderly or disabled.

7. RESULTS FROM THE STRUCTURAL MODEL

The parameter estimates for the structural model using 6-month postinterview mortality as the outcome variable are shown in Tables 3 and 4. Table 3 shows the results from the mortality equation (1) and the predicted probabilities (4); Table 4 gives the parameter estimates for the insurance equation (5). We also report the joint significance of the excluded instruments from (4) by using a Wald statistic because these are considered a test of the small sample bias associated with the IV estimator (Staiger and Stock 1997).

Table 3 shows several important differences from the naïve results. First, in our preferred specifications, i.e., those with severity controls, we see that insurance decreases the likelihood of death, as one would expect. Second, the magnitude of the effect is greater in the follow-up sample. For instance, the presence of insurance decreases 6-month mortality by 71% in the baseline sample and 85% in the follow-up sample.

We attribute these findings to the rapid proliferation of new efficacious treatments in the HCSUS sample (Bozzette et al. 1998) and the strong correlation between the use of these drugs and insurance (Shapiro et al. 1999b). Our main result, that the efficacy of insurance in preventing death increased through time, is consistent with the fact that highly effective treatments for AIDS (such as protease inhibitors) did not exist at the time of the baseline survey. Thus, those patients who had insurance at baseline were not helped as much by it as those who had insurance at the time of the follow-up survey (when protease inhibitors did exist). We fully expect the efficacy of insurance to grow with the diffusion of these new and effective pharmaceutical therapies for AIDS.

8. MODEL DIAGNOSTICS

We conduct several tests of our structural model to examine its robustness. First, we implement a goodness-of-fit test to see how well the model predictions fit the data. Second, we estimate the model under a variety of different assumptions to determine whether our results are only a special case. We find that our main conclusions do not alter much under different assumptions.

8.1 Goodness-of-Fit Tests

To test the goodness of fit for our bivariate model, we follow Hosmer and Lemeshow’s (1989, sect. 8.1.4) approach to testing the goodness of fit of models for polytomous outcomes data. Our bivariate 0-1 data can be treated as a polytomous outcome with four levels (a) \( m_0 = 0 \) and \( \text{insured}_0 = 0 \); (b) \( m_0 = 0 \) and \( \text{insured}_1 = 1 \); (c) \( m_0 = 1 \) and \( \text{insured}_0 = 0 \); and (d) \( m_0 = 1 \) and \( \text{insured}_1 = 1 \). For a four-level polytomous outcome, Hosmer and Lemeshow suggest testing goodness of fit by using their test statistic for logistic regression on three dichotomous submodels. For our model, this approach means that we first create a pseudo-outcome for each observation, \( Y_{1i} \), where \( Y_{1i} = 1 \) if \( m_i = 1 \) and \( \text{insured}_i = 1 \), \( Y_{1i} = 0 \) if \( m_i = 0 \) and \( \text{insured}_i = 0 \), and \( Y_{1i} = 1 \) if \( m_i = 1 \) and \( \text{insured}_i = 1 \). We then use our model to predict the probability that \( Y_{1i} \) equals 1 for each observation where \( Y_{1i} \) is not missing. We create 10 bins based on the deciles of the estimated probabilities and calculate the statistic

\[
\hat{C}_{i1} = \sum_{k=1}^{10} \left( \frac{o_k - n_k \hat{\pi}_k}{n_k \hat{\pi}_k (1 - \hat{\pi}_k)} \right)^2,
\]

where \( o_k \) is the weighted sum of \( Y_{1i} \) in the \( k \)th bin, \( \hat{\pi}_k \) is the weighted average of the estimated probabilities for observations in the \( k \)th bin, and \( n_k \) is the sum of the weights for the bin. We then use the analogous procedure to calculate \( \hat{C}_{i0} \) (for testing the fit by using the submodel for predicting \( m_i = 1 \) and \( \text{insured}_i = 1 \) versus \( m_i = 0 \) and \( \text{insured}_i = 0 \)) and \( \hat{C}_{10} \) (for testing the fit by using the submodel for predicting \( m_i = 0 \) and \( \text{insured}_i = 0 \) versus \( m_i = 1 \) and \( \text{insured}_i = 1 \)).

We compare the statistics to quantiles of \( \chi^2 \) distribution. Because of the complex nature of the HCSUS sample design, we expect that each of the \( \hat{C} \) statistics will tend to be more variable than will a \( \chi^2 \) distribution (Rao and Scott 1981). Hence, using \( \chi^2 \) as the reference distribution is conservative in that the probability that a test finds lack of fit when the model is adequate is greater than the nominal value of the test.

Table 5 provides the results of the tests for lack of fit. For both the baseline and the follow-up data, we find no evidence of a significant lack of fit for the models that do not include disease severity. Because the \( p \)-values are too liberal, we do not interpret the \( p \)-value of .03 for \( \hat{C}_{11} \) for the baseline data as an indication of significant lack of fit. Although the lack-of-fit statistics are large for models with disease severity measures fitted to the follow-up data, closer inspection of the data indicate that the large values of these statistics are due to the
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we prefer our estimates using 6-month mortality, as shown
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to the interactions were not statistically significant and did not
reduce the values of the lack-of-fit statistics. We believe the
model accurately represents the data, and the results presented
in Tables 3 and 4 are not biased by lack of fit.
8.2 Robustness of Results
The qualitative results from these models are robust to dif-
ferent model specifications. We try several other specifica-
tions, including changing the dependent variable to 12-month
mortality, expanding the list of instruments to include insur-
ance generosity, and expanding the list of other covariates.
The expanded list includes other, more detailed indicators for
clinical disease stage than CD4.
In the main results section, we show results when 6-month
mortality is used as the dependent variable. For reasons related
to timing of the baseline and follow-up HCSUS surveys, we prefer our estimates using 6-month mortality, as shown in Tables 3 and 4. However, we also estimated the model by using 12-month rather than 6-month mortality, as the
key dependent variable, with little substantive change in our
results. In addition, we estimated other specifications, with the
instrument set augmented to include other state policy vari-
ables affecting insurance coverage (like prescription limits and
the adequacy of the ADAP programs in the state). The results
from these specification checks are presented in an appendix
that is available from the authors on request.
All of these variations yield essentially the same
conclusions:
1. Single-equation models that do not model insurance lead
to the finding that insurance has either a positive effect
or no effect on mortality.
2. The bivariate model finds that insurance has a beneficial
effect on mortality.
3. Severity adjustments yield a stronger insurance effect (in
the sense that the point estimate for γ is reduced).
4. Insurance has a stronger protective effect in the post-
HAART era.
9. DISCUSSION
Our main findings are that (a) ignoring observed and unob-
served health status in our structural mortality equation leads
one to conclude that insurance may not be protective for
HIV patients; (b) once observed and unobserved health status
are accounted for, one recovers the more intuitively pleasing
causal inference that insurance does not kill HIV patients (and
may actually protect HIV patients); and (c) the effectiveness
of insurance in protecting HIV patients improved after the
development and introduction of HAART therapy.
Our work has three main limitations. First, because our
strategy for identifying the causal effect of insurance requires
the use of state policy variables, we must exclude state
fixed effects that may directly enter the structural mortality
equation. The presence of such unobserved state fixed effects
may bias our measurement of the causal effect of insurance.
Of course, if these unobserved state fixed effects are indepen-
dent of e, then there is no bias. Recall that in Section 6 we
derived indirect evidence from mortality in the Medicare pop-
ulation that our instruments are not simply proxies for state-
level fixed effects. However, even if these random variables
are correlated, this limitation should not substantially alter any
of our three main findings. State fixed effects cannot explain
the change that we observe in the causal effect of insurance
when richer health status information is included in the model.
Furthermore, they cannot explain the increase in the protective
power of insurance coincident with the development of effec-
tive therapy for HIV disease. Even if our point estimates are
biased by the presence of state fixed effects in the mortality
equation, such effects (which are, by definition, fixed across
time and across individuals of differing health status) cannot
explain the intuitively plausible changes in the causal effects
that we estimate.
Second, we lump patients with different types of insur-
ance into a single category. In our sample, many patients are
insured via private insurance, whereas others have Medicaid or
other public insurance. Because these types of insurance dif-
fer in quality and in the extent of coverage, we would expect
that they differ in their efficacy in preventing premature AIDS
deaths. An alternative approach, which we briefly examined,
Involves estimating a three-equation system, one equation for
mortality (as before) and one for each type of insurance.
Unfortunately, estimating this model is computationally chal-
 lenging with a maintained hypothesis of joint normality across
the errors in these three equations. Our results can be seen as
a composite estimate of the effect of these different insurance
types on mortality.
The third limitation arises out of the HCSUS sampling
scheme. In particular, the HIV+ patients in the follow-up sur-
vey are the same people in the baseline survey, with one
exception—they survived to take the follow-up survey. To the
extent that the follow-up sample likely has harder HIV+
patients than the patients in the full baseline sample, our
results are not representative of the effect of insurance on the
general HIV+ population in care as a whole. Instead, our
follow-up results should be seen as estimates of the mortal-
ity hazard rates of the people sampled in the baseline survey,
conditional on their survival to the follow-up survey.
10. CONCLUSIONS
We find that insurance increases the probability of death
in HIV+ patients when we use a single-equation model of
mortality. We attribute this finding to the correlation between
unobserved health status and insurance status in the mortality
equation, a finding that is buttressed by the observation that

<table>
<thead>
<tr>
<th>Model</th>
<th>C_21, p-value</th>
<th>C_10, p-value</th>
<th>C_10, p-value</th>
<th>C_21, p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Without disease severity</td>
<td>3.81 .87</td>
<td>13.92 .08</td>
<td>3.79 .89</td>
<td></td>
</tr>
<tr>
<td>With disease severity</td>
<td>5.60 .69</td>
<td>10.62 .22</td>
<td>16.77 .03</td>
<td></td>
</tr>
<tr>
<td>Follow-up</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Without disease severity</td>
<td>3.20 .92</td>
<td>7.07 .53</td>
<td>3.30 .92</td>
<td></td>
</tr>
<tr>
<td>With disease severity</td>
<td>17.50 .025</td>
<td>22.69 &lt;.01</td>
<td>37.10 &lt;.01</td>
<td></td>
</tr>
</tbody>
</table>

Table 5. Goodness-of-Fit Tests for 6-month Mortality Models
including severity controls reduces the effect size by approximately 50%. To deal with this correlation, we developed a bivariate probit model to address the unobserved heterogeneity. The results from the structural model indicate that insurance does have a beneficial effect on outcomes, lowering the probability of 6-month mortality by 71% at baseline and 85% at follow-up. Our results also indicate that the development of more effective therapies for HIV infection has magnified the returns to insurance for AIDS patients, at least as measured by mortality rates. The results suggest that policies to expand insurance coverage to the uninsured HIV+ population could save many lives.

APPENDIX A: STANDARD ERRORS

The goal of the HCSUS survey was to accurately represent a national sample of HIV+ patients in the United States. Rather than focusing mainly on academic medical centers, as did other studies of the same population, the HCSUS sampling scheme was designed to place a positive probability of sampling nearly every HIV+ patient that seeks care. One consequence of this complex sampling design is that each patient has an associated sampling weight, wij, which we incorporate into our model as weights on the likelihood functions. These sample weights account for differential sample selection probabilities, but they do not account for correlation in the model errors across patients in the HCSUS sample. There is some reason to believe that these correlations do not equal 0 (as they would in simple random sample).

In the HCSUS sampling design, clinics that serve HIV+ patients are first drawn at random from the universe of all such clinics in the United States. Then, from each clinic, a random sample of HIV+ patients is drawn. Patients from the same clinic are more likely to be similar on unobservable dimensions than patients from different clinics. Unless the clustering of patients in clinics is taken into account in the standard errors of our parameter estimates, there is the possibility of mistaken inferences.

To allow for the complex multistage sample design used to obtain the HCSUS cohort, we follow the pseudomaximum likelihood estimation approach as described by Skinner (1989) and Binder (1983). In this approach, the target parameter of interest, θ∗, is the solution to T(θ) = 0, where θ is the vector of parameters in our model, u(θ) = ∂T/∂θ, and log L = Σi log f(mi, insured, X, Z, θ). The pseudomaximum likelihood estimate $\hat{θ}_{\text{PML}}$ of θ is the value of θ that solves $\bar{T}(θ) = 0$, where $\bar{T}(θ) = \sum_i w_i u(θ)$. Note that if our likelihood model is correct for the entire population, then the value of θ that solves $\sum_i w_i u(θ) = 0$ is the maximum likelihood estimate (ML) for the entire population. Therefore, we can think of $\bar{T}(θ)$ as an unbiased estimate of the population score. $\hat{θ}_{\text{PML}}$ is a consistent estimate of θ∗.

We estimate the variance of $\hat{θ}_{\text{PML}}$ by the linearization method described by Skinner (1989). By using a first order Taylor’s expansion of $\bar{T}(θ)$, we find that variance of $\hat{θ}_{\text{PML}}$ is approximately $I(\hat{θ}_{\text{PML}})^{-1}V(\bar{T}(\hat{θ}_{\text{PML}}))I(\hat{θ}_{\text{PML}})^{-1}$, where $I(\hat{θ}_{\text{PML}})$ is the information matrix, the matrix of the expected value of the second partial derivatives and $V(\bar{T}(\hat{θ}_{\text{PML}}))$ denotes the variance of $\bar{T}(\hat{θ}_{\text{PML}})$. In our estimate of $V(\hat{θ}_{\text{PML}}), V_{\text{L}}(\hat{θ}_{\text{PML}})$, we use the observed information matrix to estimate $I(\hat{θ}_{\text{PML}})$ and estimate V[$\bar{T}(\hat{θ}_{\text{PML}})$] by

$$V_{\text{L}}(\hat{θ}_{\text{PML}}) = \sum_{i=1}^{n_h} \frac{n_h}{n_h - 1} \sum_{j=1}^{n_i} (z_{hi} - \bar{z})(z_{hi} - \bar{z})',$$

where $z_{hi}$ is the sum of the $w_{hi}u(m_{hi}, \text{insured}_{hi}, X_{hi}, Z_{hi}, \hat{θ}_{\text{PML}})$ across units $h_i$ in analysis PSU $h_i, i = 1, \ldots, n_h$ of analysis stratum h. For analysis purposes, PSUs are grouped in strata h, according to order of sample selection (Duan et al., 1999). The estimator $V_{\text{L}}[\bar{T}(\hat{θ}_{\text{PML}})]$ obtains by noting that $\bar{T}(\hat{θ}_{\text{PML}})$ is the weighted sample mean of the $u_{ij}$ and $V_{\text{L}}[\bar{T}(\hat{θ}_{\text{PML}})]$ is an approximate variance estimator for this mean given the complex HCSUS design.

The estimator $\hat{θ}_{\text{PML}}$ and the variance estimator $V_{\text{L}}(\hat{θ}_{\text{PML}})$ can be motivated as robust estimators that allow for possible misspecification in our model. The weighted PML will converge to the finite population ML estimates, and the variance estimator is consistent even if the likelihood model is incorrect. The variance estimator is analogous to variance estimator suggested by Huber (1967) for misspecified models.

The accuracy of both $\hat{θ}_{\text{PML}}$ and the variance estimator $V_{\text{L}}(\hat{θ}_{\text{PML}})$ requires correct specification of the likelihood. In particular, our models assume that the relationship between mortality and insurance status does not vary across states. If such interactions do exist, then our parameter estimates could be biased, and our standard errors might estimate the true variability of these parameter estimates.

APPENDIX B: RELATIONSHIP BETWEEN OUR STRUCTURAL MODEL AND A POTENTIAL OUTCOMES FRAMEWORK

In this article, we fitted a parametric structural equation model to model the relationship between mortality and insurance status, adjusting for observed covariates and the possible selection bias that results because the eligibility requirements of Medicaid increase the likelihood that the sickest patients will be insured. Such structural models are widely used in economic analyses and are presented in introductory econometrics texts [for example, Greene (2000)].

Recent literature (Angrist and Imbens 1994; Angrist, Imbens, and Rubin 1996; Imbens and Rubin 1997; Heckman and Vytlacil 1999) focused on an average treatment effect, and in the statistics literature this discussion has been motivated by the Neyman–Fisher–Cox–Rubin potential outcomes (PO) model, sometimes referred to as the Rubin causal model (Holland 1986). Briefly, in the PO model, $m_i$ summarizes the information on mortality that is observed in the sample for any patient $i$, but there are two potential outcomes of interest—$m_{i1}$, which represents mortality if the patient is insured, and $m_{i2}$, which is mortality if the patient is uninsured. The quantity of interest is the treatment effect or the expected value of the difference $m_{i1} - m_{i2}$. The difference is not observable because either $m_{i1}$ or $m_{i2}$ is observed but never both. Therefore, additional assumptions are required to estimate the treatment effect. Angrist et al. (1996) provided full details on the assumptions necessary for the consistent estimation of a local average treatment effect using instrumental variables in the context of the PO model. In the context of our study, the local average treatment effect is the protective effect of insurance for the subset of the HIV+ population who would change their insurance status in response to differences in state policy on Medicaid eligibility.

Heckman and Vytlacil (1999), among others, point out that there is a natural mapping from the potential outcomes approach to a switching regression model (Quandt 1972; Roy 1951; Heckman and Honore 1990). A switching regression representation of the mortality potential outcomes is given by

$$m_i = m_{i1}\text{insured} + m_{i2}(1 - \text{insured}_i).$$

Our structural model is a special case of either the PO or the switching regression model in which we make explicit assumptions about the joint distribution of $m_{i1}$ and $m_{i2}$. In particular, we make the following assumptions.
Assumption 1 (linearity and latent variable model assumption). The models generating $m_{1i}, m_{2i},$ and insured,$i$ are given by

\[ m_{1i} = \beta_1 X_i + \epsilon_{i1}; \quad m_{2i} = 1 \text{ if } m_{1i} \geq 0, = 0 \text{ otherwise}; \]

\[ m_{2i} = \beta_2 X_i + \epsilon_{i2}; \quad m_{2i} = 1 \text{ if } m_{2i} \geq 0, = 0 \text{ otherwise}; \]

\[ \text{insured}_{i}^* = \alpha Z_i + \eta_i; \quad \text{insured}_{i} = 1 \text{ if } \text{insured}_{i}^* \geq 0, = 0 \text{ otherwise}, \]

where $\alpha, \beta_1,$ and $\beta_2$ are parameter vectors.

Assumption 2 (additivity). $\epsilon_{i1} - \epsilon_{i2} = \gamma_{\text{insured}} + \epsilon_i.$

Assumption 3 (no interactions). $\beta_1 = \beta_2.$

Rubin (1991) notes that Assumption 2 is common in the treatment-effects literature. It implies that insurance status shifts the location of the distribution of unobserved errors but does not alter the shape. Given the latent variable structure of our model, this is not likely to be controversial. The important empirical fact that we want to model is the change in probability of death caused by insurance status. Whether this probability shift is caused by a change in the shape or just the location of the underlying latent variable representation is not of particular interest to us. Assumption 3 is perhaps more controversial; it implies that any interactions will be subsumed in the estimate of $\gamma$, which provides an estimate of the average of variable effects. Because our data are from a probability sample of the entire HIV+ population in care, and we are not interested in the context of this analysis on the differential effect of insurance on particular subgroups, Assumption 3 seems appropriate.

In addition, we assume bivariate normality for the joint distribution of $\epsilon_i$ and $\eta_i.$ This assumption specifies the link between the expected value of mortality and the covariates and effects estimates of the covariance parameters. However, unlike as in Assumptions 1–3, we tested the assumption about the distribution empirically and found no evidence of obvious violations of this assumption.

Under either the PO or the switching regression framework, our model requires additional assumptions for the estimate of $\gamma$ to estimate the average treatment effect.

Assumption 4 (stable unit treatment value assumption). For each person $i$ in the population, we assume that each potential outcome $m_{1i}, m_{2i},$ insured,$i,$ and $Z_i$ is well defined in the sense that they are a complete representation of all possible outcomes for observation $i.$ This implies that for any patient $i,$ the values of $m_{1i}, m_{2i},$ insured,$i,$ and $Z_i$ are independent of the values for any other patient $j.$

We follow Heckman and Vytlacil (1999) to define our Assumption 5, although alternative specifications for the continuity and nondegeneracy assumptions exist.

Assumption 5 (nondegeneracy, continuity, and exogeneity).

5.1. $\alpha Z$ is a nondegenerate random variable conditional on $X = x \forall x.$

5.2. $(\epsilon_1, \eta)$ and $(\epsilon_2, \eta)$ are independent of $(Z, X);$ this implies that the model for $Z$ is ignorable.

5.3. $(\epsilon_1, \eta)$ and $(\epsilon_2, \eta)$ are absolutely continuous with respect to Lebesgue measure on $\mathbb{R}^2.$

5.4. $P(\text{insured}, = 1) > 0 \forall i.$

Assumptions 5.1 and 5.2 are the most critical and cannot be verified through empirical tests. Assumption 5.1 implies the necessity of an exclusion restriction; otherwise, the independence of the errors and the $X$'s would not be possible. In our case, the exclusion restriction assumes that conditional for insurance status, mortality does not depend on state policy. Assumption 5.2 ensures the exogeneity of all right-side variables. Assumption 5.3 is necessary to guarantee full support for $P(\text{insured}, = 1 | Z = z)$ (the propensity score), which in turn is required to guarantee that all interesting functions of the treatment effect are identified (Heckman and Vytlacil, 1999). A different assumption is required in the PO framework to identify the local average treatment effect (Angrist, Imbens, and Rubin, 1996). Loosely, this assumption is nonexistence of defiers—people who would be uninsured in states with generous public policies but insured in states with less generous policies. Such an assumption seems less appropriate in this setting than does Assumption 5.3. Assumption 5.4 seems uncontroversial.

Implicit in Assumption 5.2 is the assumption that other characteristics associated with the state do not affect mortality after conditioning on the observable patient level covariates and insurance status. If such characteristics affect mortality, then $\epsilon_1$ and $\epsilon_2$ would not be independent of $Z.$ Unfortunately, this assumption cannot be directly tested, because the independence assumption is necessary in our model to derive the estimates in the first place. Nevertheless, we do not believe that such fixed unobserved state characteristics can explain our results, which show an increasing mortality protective effect of insurance after the introduction of HAART. In addition, in Section 6, we provided indirect evidence from the Medicare population that our instruments are not simply serving as proxies for these unobserved state characteristics.
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