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Abstract

This article examines the role of espionage in defending against cyber-attacks on infrastructural firms. We analyze the problem using a game between a government, an infrastructural firm and an attacker. If the attacker successfully breaches the IT security defenses of the infrastructural firm, primary losses accrue to that firm while widespread collateral losses accrue to the rest of the economy. The government assists the infrastructural firm by providing intelligence inputs about an impending attack. We find that subject to some conditions, expenditure on intelligence adds value only when its amount exceeds a threshold level. Also, the nature of the equilibrium depends on the level of government expenditure in intelligence. We find that the optimal level of intelligence expenditure can change in seemingly unexpected ways in response to a shift in parameters. For example, reduced vulnerability of the infrastructural firm does not necessarily imply a reduction in intelligence gathering effort. We also exhibit circumstances under which a system of centralized security in which the government regulates both intelligence gathering as well as the system inspection regime of the infrastructural firm may not always be desirable because of strategic interactions between the players.
1 Introduction

As cyberspace takes an overarching role in the mainstream economic activities, cyber-attack has emerged as a major area of concern in the USA (Carter et al. 2013). Some of the most concerning types of cyber attacks are of the nature of warfare or terrorism, known as acts of Cyber Warfare and Cyber Terrorism, henceforth CWCT. It is now known with reasonable degree of certainty that cyber actors are assessing the information system vulnerabilities of our national infrastructure networks (e.g., facilities and assets that deal with chemical and electrical energy production and distribution) and creating strategic cyberattack vectors to exploit those vulnerabilities (U.S. Department of Defense 2012). As a result, Cyber Warfare and Cyber Terrorism (CWCT) are seen as a real threat at all levels (Wheatcroft 2010).

As such, CWCT is widely different from usual cybercrime in terms of the motivation of the perpetrator. Unlike criminally motivated cybercrime where the attacker attempts to receive some form of pecuniary gain, CWCT attacks are premeditated, politically motivated, executed by national entities, sub national groups or clandestine agents, intended to impact the lives of citizens and deliver a strong political message (Pollitt 1998). As a result, different type of installations, often the infrastructural services become attractive targets for CWCT attacks. In order to appreciate the target selection, please recall a parallel in the 2008 US-Israel CWCT attack where Stuxnet computer worm was injected in the control circuitry of an Iranian nuclear facility (Nakashima and Warrick 2012), which eventually destroyed 20% of all downstream centrifuges and seriously debilitated Iran’s overall ability to create nuclear arsenal.

In this paper, we conceptualize and model a game of CWCT defense against an attack on industrial control (SCADA, an abbreviation that stands for Supervisory Control and Data Acquisition Systems) of an infrastructural firm such as an electrical power generation system which results in widespread power outages to downstream economic and civic activities (Ingersoll and Kelley 2013). SCADA is well documented to be a prime target for CWCT
(Nicholson et al. 2012). A successful attack on the infrastructural firm will have ripple effects on other sectors of the economy that depend upon the service provided by the infrastructural firm. As a result, the government has a major role to play in defending against CWCT.

Broadly speaking, there are two kinds of processes involved in defending against CWCT. The first process is gathering intelligence about impending attacks. The next stage requires a defender to take an optimal action based upon this information. In this paper, we call this process as alert activation; in other contexts, this process can similarly be referred to as inspection. There is limited research (e.g., Levitin and Hausken 2009a and 2009b) on the role of intelligence gathering in defending against attacks. One of the major features of our work is that we model espionage as a centerpiece of the security architecture. A pertinent question therefore is to know the exact role of the government. This issue is far from settled. Should the government be involved in both of these processes as is commonly done in airports or ports? Or should it be involved only in intelligence gathering and leave it to the private sector to act upon that information?

In this paper, we consider both of these scenarios. We call the former system (when the government is in charge of both processes) as Centralized Security, and the latter as Decentralized Security. Centralized Security is common in many domains such as airport or port security and has been discussed in Bagchi and Paul (2014 and 2017). However, decentralized security seems to be more relevant to the case of information security. Under decentralized security, there is a concern that the infrastructural firm will underutilize the intelligence inputs because it will not internalize the loss to other sectors in the economy. It is natural to expect that centralized security is a better defensive mechanism because the government would take into account the damage to the entire economy. We show in this paper that this intuition is false. In particular, we identify circumstances in which social welfare is higher under decentralized security (and to be fair, there are other circumstances where welfare is higher under centralized security). Hence, there is no clear ranking between these two defensive systems that applies for all parameter values. We discuss circumstances
in which one dominates the other.

Below, we summarize a few other interesting results that we derive. We find that spending nothing on intelligence is better than spending an extremely low amount on intelligence. Additionally, when a government spends a sufficiently large amount on intelligence, then such expenditure enhances welfare. Interestingly, we provide a lower bound on the value addition from intelligence in such cases. We also investigate how the optimal intelligence expenditure varies with changes in certain parameters. For example, suppose there is an improvement in technology that results in a lessening of the degree of vulnerability of the infrastructural firm’s controls. A natural conjecture is that such a change will reduce the importance of intelligence gathering and should therefore reduce the optimal expenditure on intelligence. We show in the paper that this conjecture is not true.

The plan of the paper is as follows: We discuss the literature in Section 2. In the analytical part of the paper, we first discuss the decentralized system in detail in Sections 3-6. In Section 7, we present the results on centralized system. The discussion of this system is concise because the method used is similar to our discussion of decentralized security. We conclude in Section 8.

2 Literature Review

There is considerable research (such as Pollitt 1998, Denning 2000 and 2001, etc.) attempting to provide exact definition of cyber terrorism and delving to qualify and distinguish the exact nature of cyber terrorism as opposed to hacking, cyber-squatting, hacktivism etc. In this research, we adopt the common definition of cyber terrorism proposed by Pollitt (1998) and Denning (2001) as stated in the introduction.

Researchers have investigated strategies to counter acts of cyber terrorism and cyber warfare (CWCT). For example, Scully (2011) differentiates CWCT as an advanced persistent threat (APT) - sophisticated and targeted (as against opportunistic) attacks - and exhorts
private-public participation including information sharing - a conceptual novelty that we have modeled in this paper. Our research integrates the role of the sovereign government as a collaborator in defense against cyber terrorism, who extends support by providing intelligence on the spectrum of APT (advanced persistent threat) of CWCT to the private entities that directly face such attacks. Rollins and Wilson (2007) provide guidance for an adequate set of government policies that could effectively counter the capabilities of cyber terrorists. Likewise, our work provides government policies towards an optimal regime of intelligence sharing with the private firms that in turn effectively deters attacks and minimizes overall losses from cyber terrorism.

Supervisory control and data acquisition systems (SCADA) of industrial systems which are at the forefront of CWCT have attracted attention among scholars such as Dacey (2003), Patel et al. (2009) and Nicholson et al. (2012) who have looked at objective issues around technological, architectural and engineering aspects of industrial instrumentation networks. Galloway et al. (2013) provides an abridged yet comprehensive description of SCADA systems, compare these systems with standard networks and point out how security aspects of modern SCADA systems differ from the usual IT systems. Zhu et al. (2011) provide an excellent taxonomy of cyber-attacks on SCADA that takes into account the escalated vulnerability from de-isolation of SCADA networks owing to increased use of open standard protocols like IP and 802.11 - a reality that we assume as the backdrop of this work.

Miller and Rowe (2012) provide a survey on SCADA incidents of cyber terrorism and categorize them in a taxonomy of 4 characteristics, viz. source, target, modus operandi and impact. In this research we comprehensively integrate each of these 4 aspects of the taxonomy. On the one hand, we model the sovereign government as responsible for analyzing the cyber terrorists (source) and providing intelligence in a manner that minimizes the loss (impact) to the overall society. On the other hand, we model the infrastructural firm (target) as the responsible entity to neutralize the unfolding attack signature (modus operandi) of the cyber terrorists.
Research in cyber security can be roughly dichotomized between technical and managerial (including behavioral, systemic and economic aspects of cyber security) streams. Of the latter, one prominent thread is that of the economics of information security, which is also the area where this research broadly lies. We now briefly review the literature on the economics of cyber security.

The literature on the economics of cyber security has taken two main paths. The first one relates to the overall governance of IT security that encompasses product market dynamics between the vendors, user firms, governing agencies as well as other institutional stakeholders. For example, while Arora et. al. (2006) analyze the impact of software patching on the quality of software and provide optimal patching strategies, Choi et al. (2010) isolate conditions under which a software vendor discloses product vulnerabilities and later show that a regulatory policy that enforces mandatory vulnerability disclosure does not always improve overall welfare.

The other flow - where this work lies - centers on user centric firm level research and deals with optimality of firms’ investment in information security; impact and externalities of interdependent investments; information sharing between user firms; systemic optimality of security regimes (prevention, detection and loss control) including their combinatorial arrangements and efficacies.

In this flow, Gordon and Loeb (2002) show that the vulnerability of target and the potential loss from a successful attack affect the optimal level of expenditure on IT security and suggest that not all information assets may justify protection. In contrast, our research focuses only on the SCADA networks as the collective information asset, which is widely known for its overarching importance in operations of modern infrastructural firms. Campbell et al. (2003), Garg et al. (2003) and Cavusoglu et al. (2004) take a reflective perspective and calculate the impact of information security breaches on firms’ stock valuation with the help of event studies. In our research, such reflective impacts are assumed integrated in the overall loss to the infrastructural firm and not isolated separately.
Bringing the strategic interplay in cyber defense, Gal-Or and Ghose (2005) and Hausken (2007) show how information sharing between defenders optimize expenditure on information security specific conditions. In contrast, the framework of strategic information sharing in our research is modeled through the intelligence sharing relationship of the defender with the sovereign government, who has *ex ante* access to classified information in the cyberterrorism space.

Hausken (2017) considers a model in which two defenders (firms) and two attackers (hackers) share information among their corresponding group. The interesting aspect of this paper is that it examines incentives for information sharing among hackers- a relatively neglected part of the literature. Regarding information sharing between defenders, the key dissimilarity with our paper is that we model information sharing between a government and a firm, while Hausken considers information sharing between two firms. This is not merely a matter of having separate nomenclatures because there are important differences between a firm and a government in terms of capability and objective. Regarding capability, the government will normally have much superior espionage capabilities as opposed to a firm. As far as objective is considered, a firm cares only for itself while a government maximizes social welfare and therefore cares for everyone in the economy. As a result, the government internalizes the spillover effects on the rest of the economy if there is a successful attack on an infrastructural firm leading to a disruption of its services.

Cavusoglu et al. (2008) demonstrate the superiority of game theoretic approaches for firms to achieve strategically optimal level of information security, a methodology that we have implemented in this paper to tease out the strategic aspects of CWCT defense. Png and Wang (2009) allow for strategic interaction between defenders and attackers and compare IT security policies of ‘user precaution facilitation’ and ‘enforcement against attackers’ under varied backdrops of 1-1 and 1-many cyberattacks. In comparison, our work is more focused in that we only consider CWCT, where the attack vectors are known to be typically of APT (advanced persistent threat) in nature and are 1-1 in nature (Scully 2011). It is important
to note that none of the works in either of the two flows of the economics of information security literature integrates the specifics of CWCT where the attacker is a sub national or terrorist entity where the infrastructural installations are the prime target.

Hausken (2006) analyzes the case of a firm that loses value from an information asset after a successful attack because the asset is either not available (e.g., Distributed Denial of Service (DDoS) or garbled database etc.), misused (e.g., stolen strategic plan that suggests certain actions like buying company stocks would be valuable in short term) or is abused (e.g., consumer credit card information is used to buy merchandise). Of these above three cases, the closest to our case is the first one. It is important to note that there is no conscious linking between the “gain of the perpetrator” and the “loss of the victim” in degree or magnitude in Hausken’s analysis. This is because unlike our game theoretic approach, Hausken’s analysis is decision theoretic and makes no express considerations to map the value of the information asset to the attacker. On the other hand, we visualize a setting where the attacker intends to demonstrate a threat or send a message to a third party (the government and the citizens) by inflicting losses to the victim. The larger the loss to the victim, the bigger is the threat or stronger is the message to the government or citizens.

One important aspect in modeling cybersecurity is the return on IT security expenditure. Gordon and Loeb (2002) assume a diminishing marginal rate of return in IT security expenditure. Similar to their approach, we assume an overall decreasing rate of return on security expenditure (specifically, espionage) in this paper. This approach is quite common in the literature and has been used in several papers such as Bier, Oliveros and Samuelson (2007) and Zhuang and Bier (2007). As against this approach, Hausken (2006) argues that the assumption of diminishing marginal rate of return in IT security expenditure may not apply for all types of information assets and that there could exist special breach functions where the changes in the rate of marginal return of IT security expenditure may vary in degree or direction. This alternative approach can be adopted in a future extension of our work.
Model based research on CWCT defense is handful and is in an early stage of development. Bandyopadhyay and Mattord (2008) explain how game theoretic modeling can help capture the nuances of cyber terrorism including those of citizens’ probability neglect and regulators’ bias. However, their research exemplifies the niceties of game theory based modeling approach rather than attempting to provide optimal solutions for CWCT defense. Hua and Bapna (2013) propose a game theoretic model and utilize a simulation approach to investigate the impacts of attacker preference, sensitivity of breach function and degree of deterrence on the optimal level of expenditure on countering cyber terrorism. The closest to our study is that of Hua and Bapna (2013), yet ours is a significant extension on multiple fronts. While Hua and Bapna (2013) consider perfect information, exogenous characterization of cyber terrorists, and linearity of deterrence function to derive simulated solutions employing assigned numerical values, we present a game theoretic model of imperfect information, where the government provides imperfect signals of plausible cyber attacks to the defenders of SCADA systems and thus effectively coordinates CWCT defense. We provide closed form solution of this game without functional specifications, thus yielding generalized insights across all APT (advanced persistent threat) vectors that may emanate from cyber terrorists.

Research on the economics of intelligence gathering is at a relatively nascent stage. Levitin and Hausken (2009a and 2009b) consider the role of intelligence and counter-intelligence in a game between an attacker and a defender. In their game, the defender creates some fake targets in order to confuse the attacker. Therefore, the attacker allocates resources in intelligence to distinguish the true target from the fake ones, while the defender allocates resources in counter-intelligence in order to protect the deception. In this paper, we do not consider fake targets. Instead the purpose of intelligence is to allow the defender to learn if the attacker has a viable plan or not. Consequently, another difference with our approach is that Levitin and Hausken (2009a and 2009b) allow the attacker to gather intelligence while we allow the defender to gather intelligence. Therefore, the context of our paper is different.
Hausken and Zhuang (2013 and 2016a) consider the role of the government and the private sector in protecting against natural disasters, while we consider this relationship for CWCT. Their research is therefore in a similar domain as ours. However, there are significant differences in the models which makes it difficult to compare the two papers. First, Hausken and Zhuang (2013) allow the government and the firm to simultaneously choose their safety effort, while we allow them to move sequentially. Second, in our model, the government and the firm have completely different roles (espionage and alert activation) which is not the case in Hausken and Zhuang. Third, we allow for an intelligent adversary who rationally decides whether or not to attack, while the disaster in Hausken and Zhuang occurs stochastically. Inspite of these differences, we find a result with a similar spirit as theirs. They find that the firm and the government free-ride on each other’s efforts in providing security. In our paper, we find that if the government spends a high amount on intelligence, then the firm activates its alert with less frequency. Therefore, it is as if the firm free-rides on the government even though the cause of this phenomenon is different in the two papers. Hausken and Zhuang (2016b) is an extension of the above research with the key difference being that the government and the firm are assumed to sequentially choose their safety efforts, with the government being the first mover. This sequence of moves is the same as ours. However, it is still not comparable to our model because of the second and third aspects mentioned above.

3 The Model

Consider a game between an attacker ($A$), an infrastructural firm ($D$) that is the defender and a government ($G$). The notations used in the analysis of this game are summarized in Table 1. We begin our description of the game by describing the role of each player.
3.1 Players

**The attacker:** An attacker is either a state agent (case of cyber warfare) or a sub-state agent (case of cyber terrorism), invested in planning and executing an attack on the defender $D$. In order to attack, an attacker has to first hatch an executable plan of attack in period 1. It is not guaranteed that the attacker will always be able to develop a viable plan of attack. There are at least two ways to think about this issue. First, being able to develop a viable plan of attack depends only stochastically on the effort. It is possible that an attacker may not be able to develop a plan because of bad luck. Second, all attackers are not equally capable. Assume that an attacker incurs a cost of developing a plan. An attacker with a low cost of developing a plan will have a higher incentive of expending effort for this purpose. This is not the case if the cost of developing the plan is high. It is also important to note that a plan can be a serendipitous outcome as well, e.g., chance meeting with other terrorists or emergence of ad-hoc alliances between terrorists. Hence, the result of the attacker’s effort (to develop a plan) remains private information to that person, and from the perspective of others (such as the defender or the government) can be viewed as stochastic.

Let $\theta$ be an indicator variable that takes a value 1 if the attacker has an executable plan of attack and 0 otherwise. If $\theta = 1$, the attacker has two possible options - "Attack" and "Do Not Attack." However, if $\theta = 0$, then the attacker does not even have the option to attack because he does not even have a plan.

**The defender:** The defender operates in the infrastructure sector and provides services (e.g., electrical energy) to other firms in the general economy. An attack, when successful, debilitates the defender’s ability to operate and cuts off its services to the downstream firms. That is, a cyber attack can harm the whole network of firms that depend on the services provided by $D$. The defender can activate a private and costly state of alert (alternatively known as an inspection regime). A state of alert is a regime of additional inspections and cross validation of data from SCADA logs, annunciation charts of control commands at RTUs, control actuators and field probes; shift overlaps as well as elevating conditions for
hot start up of stand by plants including maintenance of stand-by auxiliaries in hot idling mode. An attack is assumed to incur no major losses when the state of alert is activated because all system redundancies deploy quickly.\textsuperscript{1} We also assume that if an attack occurs when the state of alert is not activated, the attack succeeds and the defender suffers loss from missed production as well as recovery and other charges. When infrastructural services are interrupted, collateral losses accrue to the downstream economy, which is serviced by the infrastructural firm.

**The Government:** The government of the country is mandated to ensure normal services from infrastructural as well as other sectors of the economy. To that end, it spends resources on intelligence gathering. In other words, it institutes a costly cyber terrorism threat signaling system (CTTSS) that can imperfectly estimate the type of the attacker. The purpose of intelligence gathering is to learn the value of $\theta$. A higher level of provisioning results in higher fidelity of CTTSS, ceteris paribus. The signal $s = 1$ (resp., $s = 0$) informs the infrastructural firm whether the government estimates that an executable plan of attack exists or not, i.e., whether government estimates $\theta = 1$ (resp., $\theta = 0$). The government privately delivers signal $s$ to the infrastructural firm.

**TABLE 1 ABOUT HERE**

### 3.2 Assumptions

We denote the joint probability distribution of $(s, \theta)$ by

$$\{\Pi_{ij}(k)\}_{i,j=1}^{2}$$

where $\Pi_{ij}(k)$ is $\Pr(s = i \text{ and } \theta = j)$, given an expenditure $k$ on intelligence gathering. By the definition of a probability distribution, it must be the case that

$$\Pi_{ij}(k) \geq 0; \ i,j = 0,1 \text{ and } \sum_{i=0}^{1} \sum_{j=0}^{1} \Pi_{ij}(k) = 1.$$
The degree of association between $s$ and $\theta$ increases with the expenditure on intelligence $k$. In particular, if the expenditure on intelligence increases, then the chance that the government makes a mistake in its assessment is lower. In the model, this is captured by the following assumption:

$$\Pi'_{ii}(k) > 0 \quad (1)$$

and

$$\Pi'_{ij}(k) < 0 \text{ for } i \neq j. \quad (2)$$

We can use the above assumption to determine the change in the posterior probabilities when $k$ increases. Suppose the government observes a signal $s = 1$. Then, it estimates the probability of the attacker having an executable plan as

$$\Pr (\theta = 1 | s = 1; k) = \frac{1}{1 + \frac{\Pi_{10}(k)}{\Pi_{11}(k)}}.$$ 

It follows from (1) and (2) that

$$\frac{\partial}{\partial k} \Pr (\theta = 1 | s = 1; k) > 0,$$

that is, an increase in the expenditure on intelligence enables the government to assess that there is a greater chance of the attacker having an executable plan when the government itself observes a signal of 1. Following similar steps, it can be shown that

$$\frac{\partial}{\partial k} \Pr (\theta = i | s = i; k) > 0 \quad (3)$$

and

$$\frac{\partial}{\partial k} \Pr (\theta = j | s = i; k) < 0. \quad (4)$$

Note that (3) and (4) means that the True (Positive/Negative) Rates (TR) increase and the False (Positive/Negative) Rates (FR) decrease when the expenditure on intelligence
The order of the moves is as follows: In period 1, the value of $\theta$ is realized. Therefore, in this period, either the attacker hatches a plan or fails to do so. In period 2, $G$ spends $k$ to gather intelligence. The purpose of intelligence is to guess the value of $\theta$. In period 3, the government reports its intelligence assessment to the firm. The intelligence assessment is the government’s estimate of $\theta$. Based upon the report, the infrastructural firm selects the probability $\beta(s)$ of activating the state of alert. At the same time, the attacker determines to attack the firm with probability $\alpha$. Note that an attacker can attack only when a plan has been hatched. In other words, $\alpha = 0$ whenever $\theta = 0$. An important point to note is that the attacker is assumed to be opportunistic in this model. That is, if the attacker perceives the expected losses from an attack to be greater than the gains, then he does not attack even if $\theta = 1$. The normal form of the game in period 3 is given by Table 2.

In order to complete the description of the model, we now describe the information structure of the game. The parameters of the model are $p$, $b$, $c$, $\tau$ and $\omega$ (described in Table 1) and their values are assumed to be common knowledge. Some of these parameters will be described in detail later in the paper. In period 1, Nature determines the value of $\theta$ and this is observed only by the attacker. In period 2, the government chooses its intelligence expenditure $k$. This amount is observed by the government and can be inferred by the attacker (even though it does not directly observe $k$). This is because, as we discuss in more detail later, knowledge about the values of the parameters is sufficient to compute the value of $k$ that a rational government will choose. Also, the government observes $s$ in period 2 but this is unknown to the attacker. In summary, the attacker can guess the quality of the intelligence report but is still unaware of the content of the report. In period 3, the government informs the value of $s$ to the infrastructural firm. Based upon this information, the firm chooses $\beta(s)$ which is its probability of activating the alert. This is not observed by the attacker. The attacker also chooses $\alpha$ which is its probability of attack. This is not observed by either the government or the infrastructural firm. The government, infrastructural firm and the
attacker then get their payoffs and the game ends.

### 3.3 Payoff Structure

First, consider the attacker’s payoff. If the attacker does not attack, then his payoff is 0. Let $\tau$ be the cost of attack that is incurred by the attacker. There are several factors that explain this cost. An attacker bears the risk of being convicted irrespective of the success of the attack, and the expected punishment is one of the components of $\tau$. Apart from this, there is an opportunity cost of the time spent in designing a plan of attack and that is also included in the term $\tau$. We assume that the benefit from an attack is greater than the cost, that is,

$$b > \tau > 0.$$  \hspace{1cm} (5)

Next, consider the firm’s payoff in period 3. The firm’s *ex post* payoff depends upon whether an attack takes place or not. If the firm activates the state of alert, then it is assumed to stop an attack with certainty. The marginal cost of activating the state of alert (that is, of inspecting) is a constant and is denoted by $c > 0$. Thus, the payoff of the firm is $-c$ when it activates the state of alert (and this is regardless of the attacker’s action). Next, suppose the firm does not activate a state of alert. In this case, if the attacker does not attack, then the firm’s payoff is 0 because the firm neither incurs any activation cost nor suffers any damage. Finally, suppose the firm does not activate a state of alert and the attacker attacks. In this case, the firm suffers a loss of $L(b) > c > 0$ from the attack. Since the loss to the firm increases with the gain to the attacker, therefore, we assume that $L'(b) > 0$. The term $L(b)$ includes the reduction in profit flows of the infrastructural firm because of disruption in its service, cost of restoring service and loss of customers because it will no longer be perceived as a reliable service provider.

The assumption that the firm can stop an attack with certainty if it activates the alert is a simplifying assumption and is used primarily to keep the model tractable. We could have
alternatively assumed that the firm can stop an attack with probability $z \leq 1$ if it activates the alert. Suppose $\gamma$ is the probability of activating the alert in the alternate model. In that case, the attacker’s payoff from attacking will be

$$(1 - \gamma z)b - \gamma z\tau$$

and the payoff from not attacking will be $0$. Notice that the incentive to attack depends upon $b$, $\tau$ and $\gamma z$. In our model, we assume that the firm can stop an attack with certainty if it activates the alert. Therefore, if the probability of activating the alert in our model is given by $\beta = \gamma z$, the attacker’s incentive to attack will be equivalent in the two models.

In the next section, we discuss the attacker’s optimal action. However, it is important to recognize that an attacker’s decision to attack depends upon his perceived probability of a successful attack. In order to derive this, the attacker has to estimate the probability of the government observing either kind of signal. For this purpose, we need conditions similar to (3) and (4) and these are given below:

$$\frac{\partial}{\partial k} \Pr(s = i|\theta = i; k) > 0 \text{ and } \frac{\partial}{\partial k} \Pr(s = j|\theta = i; k) < 0.$$  

We assume that

$$\Pr(\theta = 1|s = 1; k) \geq \Pr(\theta = 1|s = 0; k).$$  

(6)

The above inequality implies that there is a greater likelihood that a plan has been developed when the government observes a signal of $s = 1$ rather than a signal of $s = 0$. Further, we assume that

$$\Pr(\theta = 1|s = 0; k = 0) > \frac{c}{L(b)}.$$  

(7)

The cost to activate a state of alert $c$ will usually be small in comparison to the damage from a successful attack $L(b)$. Thus, the ratio $\frac{c}{L(b)}$ will be a small number. When there is no expenditure on intelligence, the government can at best observe a noisy signal. The above
assumption requires that in such a case, the False Omission Rate (FOR) is sufficiently high. Notice that (6) and (7) together imply that

\[
\Pr(\theta = 1|s = 1; k) > \frac{c}{L(b)}
\]

for all \(k\).

TABLE 2 ABOUT HERE

4 Period 3: Alert Activation Stage

First we determine the optimal action of the attacker in period 3 if \(\theta = 1\). This is presented in Lemma 1 below.

**Lemma 1** Suppose \(\theta = 1\). Then, in period 3, the optimal action of the attacker is as follows:

\[
\begin{align*}
\text{Attack} & \quad \text{if} \quad \Pr(s = 0|\theta = 1; k)\beta(0) + \Pr(s = 1|\theta = 1; k)\beta(1) < \frac{(b-\tau)}{b}, \\
\text{Indifferent} & \quad \text{if} \quad = , \quad (8) \\
\text{Do not Attack} & \quad \text{if} \quad > .
\end{align*}
\]

**Proof.** See the Appendix. ■

The left hand side in (8) is the probability of alert activation, while the right hand side is net benefit of the attacker. It follows from Lemma 1 that the attacker chooses to attack only when the probability of alert activation is sufficiently low. Notice that the left hand side of (8) is conditioned on \(k\). Therefore, the optimal action of the attacker depends on the government’s expenditure on intelligence. One might want to know if this is a reasonable assumption.

There are two ways to justify this assumption. First, in many democratic countries, information is available about the magnitude of \(k\). For example, it follows from a press release from the Office of the Director of National Intelligence (2013) that the United States
spent around $49 billion in the National Intelligence Program in 2013. Similarly, it is reported in the Spending Review (2013) submitted by the Chancellor of the Exchequer in UK that the budget for intelligence agencies is £1.9 billion during 2014-15. The British government will also spend £210 million during this year on cybersecurity. The second justification is theoretical. As we discuss in the next section, the government selects \( k \) to maximize a social welfare function (given by (22)). The parameters of the welfare function are common knowledge. Therefore, the attacker can also solve the government’s maximization problem and determine the optimal value of \( k \) just like the government. Essentially, any attacker can make a reasonable guess about \( k \), as is assumed in our model. This implies that the attacker can make a reasonable estimate of the quality of the government’s intelligence before deciding whether or not to attack. However, it is important to clarify that the exact content of the intelligence report is a secret and the attacker does not observe it; the attacker is only assumed to be aware of the quality of the report.

Next, we determine the firm’s optimal action in the alert activation stage. This can be derived in a similar way as above and is presented in Lemma 2 below. Hence, we have the following lemma.

**Lemma 2** Given an intelligence report \( s \), the firm’s optimal action in the alert activation stage is as follows:

\[
\begin{align*}
\text{Activate state of alert} & \quad \text{if} \quad \Pr(\theta = 1|s)\alpha > \frac{c}{L(b)}, \\
\text{Indifferent} & \quad \text{if} \quad = \\
\text{Do not activate state of alert} & \quad \text{if} \quad < 17
\end{align*}
\]

**Proof.** See the Appendix. ■

In (9), the right hand side captures the cost to benefit ratio of activating the state of alert, while the left-hand side captures the probability of an actual attack. For the left hand side, it is important to understand that in the model, (i) an attack can take place only if a plan is hatched, and (ii) because of imperfect signals, it is possible for an attack to occur.
even when \( s = 0 \).

Below, we derive all possible equilibria in the alert activation subgame. In principle, depending upon the value of \( k \) chosen in the previous period, there are 4 possible cases to consider in this subgame and they are discussed below. Later on, in Section 5, we will consider the government’s optimal choice of \( k \) in period 2 and show that the government, by its choice of \( k \), will ensure that two of these cases will never be observed in practice.

4.1 Type 1 Equilibrium: Large expenditure on Intelligence

This equilibrium occurs when the following condition is satisfied:

\[
\frac{c}{L(b)} = \Pr(\theta = 1|s = 1; k)\alpha > \Pr(\theta = 1|s = 0; k)\alpha. \tag{10}
\]

This equilibrium is described using Proposition 1 below.

**Proposition 1** In the type 1 equilibrium, the following results hold:

(i) If a plan is hatched, then the attacker attacks with probability

\[
\alpha = \frac{1}{\Pr(\theta = 1|s = 1; k)} \cdot \frac{c}{L(b)}. \tag{11}
\]

(ii) If the firm receives a signal of \( s = 0 \), then it does not activate state of alert, that is,

\[
\beta(0) = 0. \tag{12}
\]

(iii) If the firm receives a signal of \( s = 1 \), then its alert activation probability is

\[
\beta(1) = \frac{1}{\Pr(s = 1|\theta = 1; k)} \left( \frac{b - \tau}{b} \right).
\]

(iv) The ex ante expected payoff of the firm when the government spends \( k \) in intelligence
gathering is given by
\[ V(k) = -\frac{\Pr(\theta = 1)}{\Pr(\theta = 1|s = 1; k)} c. \] (13)

(v) The ex ante probability of a successful attack is given by
\[ \Lambda(k) = \Pr(\theta = 1) \frac{1}{\Pr(\theta = 1|s = 1; k) L(b) b} c \tau. \] (14)

**Proof.** See the Appendix. □

If the equilibrium is of type 1, then the firm does not always activate state of alert even when the government warns it of a high risk of attack, nor does the attacker always attack even if the plan is hatched. For what levels of intelligence expenditure does this equilibrium arise? We investigate this below. It must be the case that \( \beta(1) \leq 1 \) and this occurs if
\[ \Pr(s = 1|\theta = 1; k) \geq 1 - \frac{\tau}{b}. \] (15)

Notice that (15) requires that \( k \) is high enough. Let \( k_1 \) be defined as follows:
\[ k_1 = \min \left\{ k | \Pr(s = 1|\theta = 1; k) \geq 1 - \frac{\tau}{b} \right\}. \] (16)

Then the equilibrium is of Type 1 if \( k \geq k_1 \), that is, the type 1 equilibrium arises only when the expenditure on intelligence is large enough. If \( \Pr(s = 1|\theta = 1; k) \) is a continuous function of \( k \), then the following condition holds at \( k = k_1 \):
\[ \Pr(s = 1|\theta = 1; k_1) = 1 - \frac{\tau}{b} \]
that is,
\[ \Pr(s = 0|\theta = 1; k_1) = \frac{\tau}{b}. \]
This means that at \( k = k_1 \), the False Negative Rate (FNR) is equal to the cost to benefit ratio of the attacker. The type 1 equilibrium occurs if the expenditure on espionage is high
enough such that the FNR is less than or equal to $\frac{c}{L(b)}$.

The relationship between $k$ and the different equilibrium types is illustrated in Figure 1. FIGURE 1 ABOUT HERE.

4.2 Type 2 Equilibrium: Moderate expenditure on Intelligence

This equilibrium occurs when the following condition is satisfied:

$$\Pr(\theta = 1|s = 1; k)\alpha > \frac{c}{L(b)} > \Pr(\theta = 1|s = 0; k)\alpha.$$ (17)

This equilibrium is described using Proposition 2 below.

**Proposition 2** In the type 2 equilibrium, the following results hold:

(i) If a plan is hatched, then the attacker attacks with probability $\alpha = 1$.

(ii) If the firm receives a signal of $s = 0$, then it never activates the state of alert, that is, $\beta(0) = 0$.

(iii) If the firm receives a signal of $s = 1$, then it always activates the state of alert, that is, $\beta(1) = 1$.

(iv) The ex ante expected payoff of the firm when the government spends $k$ in intelligence gathering is given by

$$V(k) = -[\Pi_{01}(k)(L(b) - c) + \Pi_{10}(k)c + \Pr(\theta = 1)c].$$ (18)

(v) The ex ante probability of a successful attack is given by

$$\Lambda(k) = \Pi_{01}(k).$$ (19)

**Proof.** See the Appendix.

Compared to the type 1 equilibrium, the value of $\alpha$ is higher in the type 2 equilibrium. The reason why the attacker has a higher chance of attack in the type 2 equilibrium...
is primarily driven by the fact that the quality of the intelligence report is lower in the type 2 equilibrium. Let us explicitly compute the attacker’s incentive to attack in either equilibrium, conditional on having developed a viable plan. If the attacker hatches a plan and attacks the defender, then its chance of success is

$$\Pr (s = 1|\theta = 1; k) [1 - \beta (1)] + \Pr (s = 0|\theta = 1; k) [1 - \beta (0)].$$

In the type 1 equilibrium this simplifies to $\xi$, while in the type 2 equilibrium this simplifies to $\Pr (s = 0|\theta = 1; k)$ where $k < k_1$. It follows from the discussion of the type 1 equilibrium that for $k < k_1$,

$$\Pr (s = 0|\theta = 1; k) > \frac{\tau}{b}.$$

This implies that the attacker has a higher incentive to attack in the type 2 equilibrium. The intuition is that with a high quality intelligence report, the alert is more likely to be activated when $\theta = 1$. In contrast, with a low quality report, there will be many occasions when the alert will be activated even though the actual value of $\theta$ is 0. It follows from this discussion that $\alpha$ is higher in the type 2 equilibrium.

### 4.3 Type 3 Equilibrium: Low expenditure on Intelligence

This equilibrium can occur when the following condition is satisfied:

$$\Pr(\theta = 1|s = 1; k)\alpha > \frac{c}{L(b)} = \Pr(\theta = 1|s = 0; k)\alpha.$$  \hspace{1cm} (20)

Since this equilibrium is not used much in the paper, therefore it is discussed in detail in the Appendix (see Proposition 8). It can be shown that the relevant range for the type 3 equilibrium is $k \leq k_3$ where

$$k_3 = \max \left\{ k | \Pr(\theta = 1|s = 0; k) \geq \frac{c}{L(b)}, \Pr(s = 1|\theta = 1; k) \leq 1 - \frac{\tau}{b} \right\}. \hspace{1cm} (21)$$
An important point that is shown in the Appendix is that $k_3 \leq k_1$. Let us now interpret the term $k_3$. It follows from (21) that at $k = k_3$, one of the following conditions hold: (i) $\Pr(s = 0|\theta = 1; k_3) = \frac{\tau}{\ell(b)}$ and $\Pr(\theta = 1|s = 0; k_3) \geq \frac{c}{L(b)}$, or (ii) $\Pr(\theta = 1|s = 0; k_3) = \frac{\tau}{\ell(b)}$ and $\Pr(s = 0|\theta = 1; k_3) > \frac{\tau}{\ell(b)}$. If (i) holds, then $k_3 = k_1$. Since we have already interpreted $k_1$ in our discussion of type 1 equilibrium, therefore we do not repeat it here. Now consider the interpretation of (ii). The term $\Pr(\theta = 1|s = 0; k_3)$ is the False Omission Rate (FOR) when the government spends $k_3$ on espionage (Cheng 2016, NCSS 2017). It is the probability that a plot has been hatched even though the signal indicates otherwise. If (ii) holds, then for $k < k_3$, the signal is so inaccurate that the FOR is greater than the cost benefit ratio of the defender from activating an alert.

It will be shown later that Type 3 equilibrium will never be observed because it is in the government’s interest to spend an amount greater than $k_3$ on intelligence gathering. It can also be shown that the equilibrium of type 2 occurs for $k \in (k_3, k_1)$.

### 4.4 Other Candidate Equilibria

In principle, there is a fourth case possible in which the following chain of inequalities hold:

$$\Pr(\theta = 1|s = 1; k)\alpha > \Pr(\theta = 1|s = 0; k)\alpha > \frac{c}{L(b)}.$$  

However, it can be shown that this is not consistent with an equilibrium.

### 5 Period 2: Optimal Expenditure on Intelligence

In this section, we derive the government’s optimal expenditure on intelligence. The government’s objective is to maximize the overall social welfare. There are three components of the social welfare function. The first is the payoff of the firm, $V(k)$. This term is derived from the alert activation subgame. Note that $V(k)$ is negative.

The second is the expected negative externality (collateral damage) of an attack on the
rest of the economy as services from the infrastructural firm $D$ is disrupted from the cyber attack. Each successful attack imposes a cost of $\omega$ on the rest of the economy. This cost arises because a disruption in service of the infrastructural firm adversely affects other downstream firms (such as manufacturing firms) that depend upon it. It can be computed as the product of the normal profit flows of the downstream firms per unit time and the amount of time it takes to restore service, plus any incidental damages. The expected negative externality (collateral damage) is therefore given by

$$\omega \Lambda (k)$$

where $\Lambda (k)$ is the probability of a successful attack.

The third part of the social welfare is the cost of gathering intelligence, $k$. Therefore, the social welfare function is given by

$$W (k) = V (k) - \omega \Lambda (k) - k.$$  

The social welfare function takes into account the benefit as well as the cost of providing security. Hence, in equilibrium, the government is assumed to achieve an optimum balance between these two objectives when choosing $k$. This is an important point because the literature (and in our opinion, public policy also) has tended to focus too much on the benefits of security. This results in excessive diversion of funds from other productive purposes to security.

Using the analysis of the section above, we have the following proposition.

**Proposition 3** The social welfare function takes the following form after accounting for the
equilibria in the alert activation subgame:

\[
W (k) = \begin{cases} 
- \frac{\Pr(\theta=1)}{\Pr(\theta=1|s=1;k)} \left[ 1 + \omega \frac{1}{L(b)} \right] c - k & \text{if } k \geq k_1,

- \Pi_{01} (k) \left[ L(b) + \omega - c \right] - \Pi_{10} (k) c - \Pr (\theta = 1) c - k & \text{if } k_3 \leq k < k_1,

- \left[ 1 + \omega \frac{\Pr(\theta=1)}{\Pr(\theta=1|s=0;k)} \frac{1}{L(b)} \right] c - k & \text{if } k < k_3.
\end{cases}
\]  

(22)

Proof. See the Appendix. ■

The government’s objective is to maximize the social welfare function \( W (k) \) by optimally choosing \( k \). Let \( k^* \) denote the optimal level of intelligence. We first show in the lemma below that \( k^* \) cannot lie between 0 and \( k_3 \).

**Lemma 3** The social welfare function \( W (k) \) decreases in \( k \) for \( k < k_3 \). Hence, \( k^* \) is either 0 or greater than \( k_3 \).

Proof. See the Appendix. ■

The implication of Lemma 3 is that if the government spends only a small amount \( 0 < k < k_3 \) instead of 0, then it will reduce social welfare. Hence, in order for intelligence inputs to add value, the government must spend at least \( k_3 \) in intelligence gathering, and refrain from providing signals that are too noisy.

In general, the social welfare function \( W (k) \) can have a local maximum in either the range \( k \in (k_3, k_1) \) or in the range \( k \in (k_1, \infty) \), or both. Let \( \hat{k} \) be the local maximizer in \( (k_3, k_1) \), while let \( \hat{k} \) be the local maximizer in \( (k_1, \infty) \). Suppose the parameters are such that spending 0 on intelligence is sub-optimal; this is discussed in detail below. The global maximizer is then defined as follows:

\[ k^* = \arg \max W (k) \]
and the implication is that

\[ k^* = \begin{cases} \hat{k} & \text{if } W(\hat{k}) \geq W(\tilde{k}), \\ \tilde{k} & \text{otherwise}. \end{cases} \]

In principle, the optimal \( k \) can belong to either range. If \( k^* \) belongs to the intermediate range \((k_3, k_1)\), then in the alert activation subgame the equilibrium is of type 2. On the other hand, if \( k^* \) is greater than \( k_1 \), then in the alert activation subgame the equilibrium is of type 1. Thus, the government acts as the coordinator of the alert activation subgame. Finally, as we have already discussed, the government by its choice of \( k \) ensures that the equilibrium of type 3 is never observed.

### 5.1 Value of Intelligence

It is important to determine the value of intelligence in the context of cybersecurity. To do so, let us examine the social welfare function if the government does not spend on intelligence. In this case, the infrastructural firm will have to defend itself without the benefit of any intelligence input.

**Proposition 4** When the government does not spend any money on intelligence gathering, then the following results hold in the alert activation subgame:

(i) If a plan is hatched, then the attacker attacks with probability \( \alpha = \frac{1}{\Pr(\theta=1)} \frac{c}{L(b)} \).

(ii) The firm activates the state of alert with probability \( \beta = 1 - \frac{\tau}{b} \).

(iii) The ex ante expected payoff of the firm is \(-c\).

(iv) The ex ante probability of a successful attack is \( \frac{c}{L(b)} \frac{\tau}{b} \).

Using the results above, it can be shown that social welfare is

\[ W(0) = -\left[ 1 + \omega \frac{1}{L(b)} \frac{\tau}{b} \right] c \]
when the government does not spend on intelligence gathering.

What is the value of intelligence? This is discussed in the corollary below.

**Corollary 1** (a) If the government spends at least $k_3$ on intelligence instead of 0, then welfare changes by at least

$$
\left[ 1 - \frac{\Pr (\theta = 1)}{\Pr (\theta = 1 | s = 1; k_1)} \right] \left| W (0) \right| - k_1.
$$

(b) This amount is positive if

$$
\Pi_{11} (k_1) \Pi_{00} (k_1) > \Pi_{10} (k_1) \Pi_{01} (k_1)
$$

and

$$
\left| W (0) \right| > \frac{k_1}{1 - \frac{\Pr (\theta = 1)}{\Pr (\theta = 1 | s = 1; k_1)}}.
$$

**Proof.** See the Appendix. 

If the government spends at least $k_3$ on intelligence instead of 0, then the change in welfare is at least equal to the expression in (23). In general, the lower bound on welfare improvement can be negative. However this expression is positive if (24) and (25) hold. Therefore, intelligence is guaranteed to add value as long as these two sufficient conditions hold.

### 6 Sensitivity Analysis

In this section, we examine the impact of a change in parameter values on the optimal expenditure on intelligence and the optimum social welfare. For this analysis, we need the first order conditions which are as follows:

$$
W' (k^*) = -\Pi'_{01} (k^*) [L (b) + \omega - c] - \Pi'_{10} (k^*) c - 1 = 0
$$

...
if $k^* = \hat{k}$ and by

$$W'(k^*) = \frac{\Pr(\theta = 1)}{[\Pr(\theta = 1|s = 1; k^*)]^2} \left[ 1 + \omega \frac{1}{L(b)} \frac{\tau}{L(b)} \right] c \times \frac{\partial}{\partial k} \Pr(\theta = 1|s = 1; k^*) - 1 = 0$$

if $k^* = \hat{k}$. The second order condition is that $W''(k^*) < 0$.

First, we consider the impact of a change in the degree of vulnerability of the SCADA system.

### 6.1 Improvements in SCADA equipment and control

The Original Equipment Manufacturer (OEM) who supply SCADA equipment provides for the requisite qualities of the system. Improvements in design and processes involving hardware and software as well as better implementation of redundancy and validation management in the command and control architecture of RTUs and PLCs reduce the vulnerability of a SCADA system. A higher degree of vulnerability implies that cyber terrorists would have higher likelihood of success in developing a plan of attack. In our model, the degree of system vulnerability of SCADA is captured by the probability that an attacker succeeds in developing an executable plan, that is by

$$p \equiv \Pr(\theta = 1).$$

A lowering of vulnerability is associated with a reduction in $p$. In this subsection, we examine how the equilibrium in the model is affected when there is a reduction in $p$. One would expect that a reduction in $p$ would reduce the expenditure on intelligence, since better security features of SCADA equipment likely reduces the need for good intelligence. One would also expect that social welfare would increase with a reduction in $p$. Below, we demonstrate that there are circumstances in which these conjectures do not hold.

One important feature to keep in mind is that a change in the degree of vulnerability
changes $k_1$ (defined in 16), which is the boundary between the levels of government spending in intelligence $k$ segregating the type 1 equilibrium from the type 2 equilibrium. A direct consequence of this is that the equilibrium may shift from one type to another in response to a reduction in $p$. We simply denote such a change a "large" change in $p$. In contrast, when there is a "small" change in $p$, the equilibrium remains of the same type both before and after the reduction in $p$. We discuss the impact of the small changes first.

6.1.1 Equilibrium is of type 2 before and after the reduction in $p$

In this case, a reduction in $p$ affects the optimal intelligence expenditure and welfare in the following way:

**Proposition 5** Suppose there is a small change in the degree of vulnerability $p$ such that the nature of the equilibrium is type 2 (moderate intelligence expenditure) both before and after the change. In this case, a decrease in $p$ (a) can change the optimal intelligence expenditure either way, and (b) increases welfare if

\[ \Pi_{11}(k) \Pi_{00}(k) > \Pi_{10}(k) \Pi_{01}(k) \]  

for $k \in (k_3, k_1)$.

**Proof.** See the Appendix.

The important point to note is that a reduction in $p$ does not always result in a reduction in $k$ as one would expect. This is because of the interaction of two counteracting forces. A reduction in vulnerability initially provides an incentive to the government to reduce its intelligence expenditure. However, when the equilibrium is of type 2, the fidelity of intelligence is low anyway. Any further reduction in $k$ now makes the intelligence report so noisy that it forces the firm to search unnecessarily on many occasions. This increases the inspection cost. If this second effect is the larger one, then it is not socially optimal to reduce intelligence expenditure.
6.1.2 Equilibrium is of type 1 before and after the reduction in \( p \)

Following similar steps as above, it can be shown that in this case, a lowering of vulnerability unambiguously leads to a decrease in the optimal expenditure on intelligence. Also, it can be shown that in this case, social welfare unambiguously increases when there is a lowering of vulnerability (\( i.e. \), reduction in \( p \)).

6.1.3 Equilibrium is of type 2 initially and is of type 1 after the reduction in \( p \)

In the discussion above, we considered situations in which the character of the equilibrium did not change. However, when there is a change in \( p \), then the character of the equilibrium can also change and it can lead to counter-intuitive results. The following proposition summarizes the key result in this case.

**Proposition 6** Suppose there is a large change in the degree of vulnerability \( p \) such that the nature of the equilibrium changes from type 2 (moderate intelligence expenditure) to type 1 (large intelligence expenditure). In this case, there are parameter values for which a decrease in system vulnerability \( p \) leads to (a) an increase in the optimal expenditure on intelligence \( k \) and (b) a decrease in welfare.

**Proof.** See the Appendix for a sketch of the proof. ■

The implication of this result (along with the results on small changes in \( p \)) is that the optimal expenditure on intelligence does not change monotonically with \( p \). The intuition for the above proposition is as follows: Suppose there is a reduction in the system vulnerability. Everything else remaining constant, this acts as a deterrent to the attacker, and as a result, the attacker reduces his probability of attack. The firm therefore reduces its alert activation rate in order to save on the alert activation cost. This in turn enhances the chance of a successful attack. To counter that, the government spends more on intelligence to ensure that the decision to reduce the rate of alert activation is better supported by higher quality intelligence.
Finally, note that in this situation, there is also a reduction in welfare in response to a decrease in vulnerability. This result is also counter to what one might expect.

6.2 Decrease in negative externality (collateral damage)

In this subsection, we consider the impact of a decrease in the external cost $\omega$. The external cost measures the damage to other firms in the network when the attacker successfully breaches the security of the infrastructural firm. The external cost can be lessened if other firms in the network set up IRDR (Incidence Response and Disaster Recovery) and BC (Business Continuity) plans in the event of a damage to the network.

Let us first examine the change in $k^*$ when the external cost $\omega$ decreases. In this case, $k_1$ does not change and hence there will be no switch from one type of equilibrium to another. It can be shown that $\frac{\partial k^*}{\partial \omega} > 0$, that is a decrease in the external cost leads to a decrease in the optimal expenditure on intelligence. Further, social welfare unambiguously increases when there is a reduction in the external cost. Both of these results are along expected lines.

6.3 Decrease in the cost of alert activation

In this subsection, we consider the impact of a reduction in the alert activation cost $c$. One would expect that such a reduction would reduce the optimal expenditure on intelligence, since the firm can increase the rate of alert activation. This should also increase welfare. However, as we show in the analysis below, such a conjecture is not correct. For the analysis, it is important to recognize that a change in $c$ can change $k_3$ (defined in 21). This is the lower bound of the set of $k$ in which the equilibrium is of type 2 in the alert activation subgame. This can result in a switch of the equilibrium from type 2 to type 1 when $c$ decreases. We focus on this case in our discussion because this is more interesting.5

6.3.1 Equilibrium is of type 2 initially and is of type 1 after the reduction in $c$

The following proposition summarizes the key result in this case.
Proposition 7. Suppose there is a reduction in the marginal cost of alert activation $c$ such that the nature of the equilibrium changes from type 2 (moderate intelligence expenditure) to type 1 (large intelligence expenditure). In this case, there are parameter values for which a decrease in the alert activation cost $c$ leads to (a) an increase in the optimal expenditure on intelligence $k$, and (b) a decrease in welfare.

Proof. See the Appendix for a sketch of the proof. ■

This result (along with the results on small changes in $c$) implies that the expenditure on intelligence does not change monotonically with $c$. The intuition is similar to the case when there is a reduction in $p$.

6.4 Increase in loss to the infrastructural firm

This can be discussed along similar lines as above. The discussion is in the Appendix.

6.5 Discussion on coordinated CWCT defense

We have presented a game theoretic model of CWCT and analyzed the strategic actions of the players in the game. We now discuss the public policy implications that emerge from the strategic actions of the players in the coordinated game.

The infrastructure sector faces the frontal impact of CWCT, yet the secondary losses ripple through the general economy. This negative externality argues for sovereign intervention and support system in defense against CWCT. Our research demonstrates that subject to some conditions, sovereign support is beneficial when such commitment exceeds a threshold level of expenditure on intelligence. An adequate level of expenditure on intelligence determines the equilibrium of the game and coordinates actions of the strategic adversaries. For example, by adjusting the expenditure on intelligence, the government can moderate the attacking propensity of the attacker ($\alpha$) and also influence the alert activation regime ($\beta$) of the infrastructural firm, thereby ensuring an overall desirable state of assurance in cyber
defense.

Over the last two decades, open standard IP protocols have been increasingly implemented to interconnect SCADA systems with other corporate and business information systems. This has advantaged the hacker community who are generally not familiar with the proprietary protocols of industrial SCADA systems. The OEMs and the system integrators of SCADA systems now attempt to provide immunity of the RTUs and PLCCs from rogue access with the help of innovative system layouts and design considerations in addition to standard firewall and IDS protections. An attack of cyber terrorism cannot be conceived unless the vulnerabilities in the SCADA systems and its interconnectivity with the corporate networks can be identified and exploited. This reality is modeled with the indicator variable $\theta$. An intelligently integrated SCADA network reduces these vulnerabilities (that is, $p$ falls), making it less likely that an executable plan for a cyber attack can be hatched.

As the vulnerabilities of a specific SCADA system and its interconnectivity are extensively researched and discussed between the potential perpetrators, it becomes opportune for the intelligence community to identify and monitor such excitement ("chatter" in intelligence parlance). In turn, this makes the signaling system ($s$) amenable to predict the state variable $\theta$. As more resources and assets are pulled in by the government to monitor the chatter, the signaling system more closely mirrors the reality of whether a viable, executable plan for cyber attack has indeed been hatched or not. We have shown that unless the signaling system achieves at least a threshold level of fidelity, the economy does not stand to benefit from the signaling system at all. In other words, half hearted and inadequately supported sovereign help in defense against cyber terrorism is not productive and should be avoided.

An adequately resourced and properly implemented mechanism of cyber terrorism threat signaling system (CTTSS) predicts whether a credible threat exists or not. This refines the information set of the defender who must decide whether to activate a costly state of alert ($\beta$), which among other activities include manual inspections of the RTUs and PLCCs in the SCADA system. Such specialized regime, when activated, successfully identifies and foils
an attack.

The default vulnerability level of the SCADA systems ($\theta$) in the infrastructure sector influences the mechanism of CTTSS at the optimal level of resourcing ($k$) by the government in varied degrees. When the OEMs are able to reduce SCADA vulnerability, the government can reduce its resources for CTTSS if the fidelity of the signal is high enough. While this may lead someone to argue that government should consider subsidizing R&D efforts of the OEMs to reduce SCADA vulnerabilities, such an action is not certain to yield positive results. First, there are plausible circumstances in which the optimal expenditure on espionage increases in response to a reduction in SCADA vulnerability. If this reduction in vulnerability is a result of government subsidy on the R&D of OEMs, then the government will have to bear the burden of the subsidy as well as the additional intelligence expenditure. This may not be feasible given the government’s budgetary constraints. And second, infrastructural firms optimally procure SCADA technologies from global markets, whereas such R&D subsidization can only create minor impact in the local market.

The collateral damage ($\omega$) from a stalled and incapacitated SCADA system in an infrastructural firm can be reduced when fault tolerant, redundant or parallel services are available or when the secondary firms have effective business continuity plans (BCP) to sustain the interruption in service. If there is a reduction in the magnitude of collateral damage from a successful attack, then the government can afford to reduce its support for CTTSS.

In essence, our analysis shows that the government should create and adequately support a robust mechanism to collect and disseminate CWCT threat outlook to the infrastructure sector. Now we investigate whether government should also consider managing the trigger for alert activation regime in the CWCT firms.
7 Is Centralized Security More Desirable?

In this paper so far, the government is assumed to be in charge of intelligence gathering and the infrastructural firm is allowed to determine its alert activation strategy. Such a system is known as a decentralized system of security. This system may not be socially optimum since the alert activation strategy is determined by considering only the infrastructural firm’s interests (and therefore ignoring the spillover effects of an attack on the non-infrastructural sector). Therefore, it is of interest to know if social welfare can be improved by internalizing the externality. One way to achieve this is to let the government take over the responsibility of alert activation (that is, inspection). In many industries such as the airline industry and shipping, the government is in charge of both intelligence gathering as well as alert activation. Will such a move necessarily improve welfare? We now examine the effect of having centralized security, as opposed to decentralized security that was considered so far. Surprisingly, we find that such a move does not necessarily improve welfare.

Our solution strategy is as follows. Assume that before the game begins (say in period 0), the government has to decide whether to adopt a system of centralized security or a system of decentralized security. Once it makes a selection, it is locked into that decision. This decision is also publicly observable. The rest of the game then unfolds. Which one is then the best system? In period 0, the government can anticipate the future outcomes. Therefore, in the spirit of backward induction, it can compare the anticipated outcomes and select whichever system yields a higher level of welfare.

With decentralized security, the payoffs in the alert activation stage are given by Table 2. With centralized security, we need to make one change in the payoff structure. The change is that if there is a successful attack, then the payoff of the defendant is \(-L(b) + \omega\), instead of \(-L(b)\). In this case Lemma 1 still holds, but in Lemma 2 the expression in the right hand side changes from \(\frac{c}{L(b)}\) to \(\frac{c}{L(b)+\omega}\).

An analysis of equilibrium in the alert activation subgame can be done along similar lines as in the case of decentralized security. The payoff of the government in the equilibrium of
the alert activation subgame (for a given \(k\)) is denoted by \(U(k)\) and is as follows:

\[
U(k) = \begin{cases} 
-\frac{\Pr(\theta = 1)}{\Pr(\theta = 1|s = 1; k)} c & \text{if } k > k_1, \\
-\left[\Pi_{01}(k)(L(b) + \omega - c) + \Pi_{10}(k)c + \Pr(\theta = 1)c\right] & \text{if } k_4 < k < k_1, \\
-c & \text{if } k < k_4.
\end{cases}
\]

In the above expression, \(k_4\) is defined as follows:

\[
k_4 = \max \left\{ k \mid \Pr(\theta = 1|s = 0; k) \geq \frac{c}{L(b) + \omega}, \Pr(s = 1|\theta = 1; k) \leq 1 - \frac{\tau}{b} \right\}.
\]

Since \(\Pr(\theta = 1|s = 0; k)\) is a decreasing function of \(k\), therefore it follows that

\[
k_4 \geq k_3.
\]

Social Welfare in this case is the payoff of the government in the alert activation stage and its payoff in the intelligence gathering stage. Consequently, the welfare function under centralized security is as follows:

\[
W^{CE}(k) = U(k) - k.
\]  

7.1 Centralized vs. Decentralized Security

In order to compare the two systems, we need to examine separately four possible ranges of \(k\) as follows: \((0, k_3), (k_3, k_4), (k_4, k_1)\) and \((k_1, \infty)\) (illustrated in Figure 2). Note that the intelligence expenditure is "small" under both systems in the first case when \(k \in (0, k_3)\). Under both systems, the intelligence expenditure is moderate in the third case, and it is large in the fourth case. The most interesting case is the second one in which the intelligence expenditure is moderate in a decentralized system but only small in a centralized system. This case plays an important role in the results that we present below.
How does the optimal expenditure on intelligence under centralized security compare with the one under decentralized security? Let $k^{CE}$ be the optimal expenditure on intelligence under centralized security and let $k^{DE}$ be the optimal expenditure on intelligence under decentralized security. By comparing the first order conditions under the two systems, the following conclusions can be drawn:

(1) If $k^{DE} > k_1$, then $k^{CE} < k^{DE}$. In other words, if the equilibrium is of type 1 (large expenditure on intelligence) under the decentralized system, then the expenditure on intelligence is lower under the centralized system. (2) Under the centralized system, if it is optimal to spend a positive amount, then this amount should be at least $k_4$. (3) If $k^{DE} \in (k_3, k_4)$, then $k^{CE} > k^{DE}$. In this case, a centralized security system requires a higher expenditure on intelligence. (4) If $k^{CE}$ and $k^{DE}$ both belong to the range $(k_4, k_1)$, then $k^{CE} = k^{DE}$.

Next, we compare welfare under the two different systems. By comparing (28) with (22), it follows that for a fixed $k$,

$$W^{CE}(k) \geq W(k)$$

except when $k \in (k_3, k_4)$. It is then easy to show that there are several cases in which social welfare is higher under centralized security. For example this result holds if $k^{CE} > k_1$ and $k^{DE} > k_1$. The fact that welfare may be higher under centralized security is not surprising. However, what is interesting is the observation that there are circumstances in which welfare is lower under centralized security.

To see this, consider Figure 2. Notice that the welfare function under centralized security lies above the welfare function under decentralized security when $k < k_3$ or when $k > k_1$. Further, these two functions coincide when $k \in (k_4, k_1)$. Under decentralized security, welfare is maximized at $X$. However, this is not the case under centralized security since $X$ lies to the left of $k_4$. Hence, under centralized security, welfare is maximized at $Y$. Thus, welfare is lower under centralized security. The insight from this analysis is that a government controlled security system need not be more desirable under all circumstances. In other words, when
the government’s optimal intelligence expenditure lies between $k_3$ and $k_4$ (such that it is considered moderate in the decentralized system but small in the centralized system), then the optimal mechanism of the government is NOT to dictate the alert activation policy of the firm. Only when the government optimally spends more on intelligence, it becomes appropriate to dictate the alert activation regime of the firm.

Two important policy matters are apparent from the overall analysis in this article. We have already shown that unless the government spends enough on intelligence gathering to create an intelligence mechanism that is at least as good as the threshold level of fidelity, the government should refrain from collecting and disseminating intelligence at all. Now, in this section, we again observe a similar extension of the idea that unless the intelligence expenditure is high enough, the government should not attempt to dictate the alert activation regime of the CWCT firms!

FIGURE 2 ABOUT HERE

8 Concluding Remarks

In this paper, we focus on efficient ways of providing security against cyber warfare and cyber terrorism (CWCT) to the infrastructure sector. There are two processes involved in defending against CWCT. The first is through intelligence gathering about CWCT attacks and the second one is the state of alert that involves specialized command, annunciation and data inspection at the RTU and PLCC units of SCADA systems and maintain the system redundancy arrangements in hot rolling mode. Intelligence gathering is done by the government, while the SCADA alert activation remains the role of the private sector. Our model captures the dynamics of these strategic roles and analyzes the outcome levels of CWCT security. We also consider the collateral losses to the non-infrastructure sector that occur as a result of cyber attacks on infrastructural firms. Our analysis shows: (i) The government can change the nature of the equilibrium in the game between the infrastructural
firm and the attacker, (ii) subject to some conditions, expenditure on intelligence adds value only when its amount exceeds a threshold level, and (iii) the optimal level of intelligence can change in seemingly unexpected ways in response to parametric changes. For example, lowering vulnerability of SCADA systems by the OEM may not always imply a reduction in intelligence gathering efforts. We also investigate whether government should initiate direct involvement in SCADA security and create strict guidelines and mandatory procedures akin to what we see in the case of TSA in the airline industry. Our analysis suggests that such centralization ensures higher welfare only when the intelligence outlay is high and does not lie within a certain range. In other words, government policy of implementing centralized guidelines and procedures must precede cautious estimation of the current state of decentralized provisioning of CWCT security and avoid those scenarios where a system of centralized guidelines and procedures become counterproductive in presence of low fidelity intelligence.

In our paper, we assumed that the attacker cannot take any action that interferes with the quality of the intelligence report (that is, we rule out signal jamming). In the future, we plan to consider this aspect in more detail. It is possible that the attacker may spread rumors or take actions that can mislead the government. For example, it may create a false impression of an impending attack when it does not even have the capability. Alternately, it may make the government complacent by disguising its plan of an attack. To be fair, while we do not allow the attacker to interfere with the quality of espionage, we still allow for cases where the government and the infrastructural firm appear to be misled. One possible case we allow is that the firm activates an alert based upon a report but the attack does not take place either because $\theta = 0$ or $\theta = 1$ but $\alpha = 0$. The other possible case we have in our model is the firm does not activate the alert but the attack takes place. These events occur because the intelligence report is not perfect and the firm does not always activate an alert even when the report says that $s = 1$. When we allow the attacker to affect the quality of the report, then these same events will occur but with different probabilities. However,
it will now force the firm to change its strategy of alert activation because the intelligence report will be less reliable.

As we mention in the Introduction, undeniable instances of CWCT are now increasingly evident. Clearly, efforts to defend against such attacks is a meaningful allocation of resources in today’s time rather than later. To use an analogy, the methods of the hijackers on September 11, 2001 would have seemed impossible before that date but not so much in the post 9/11 era! Likewise, exact threat vectors and modus operandi of cyber terrorists may not be known with any degree of certainty unless well provisioned intelligence, signaling and coordination mechanisms are put in place beforehand. The game analyzed in this paper demonstrates the need and benefit of having a governmental intelligence system as an integral part of defense against CWCT attacks on the critical infrastructure sector of our nation.

Spectacular CWCT attacks have been rare, covert or even suppressed. However, these attacks tend to leave a lasting mark on the human psyche, much more than the general crimes that occur regularly. CWCT has the potential to magnify the damage from a physical attack as well, and therefore there is a higher need to design systems to prevent these incidents. Added to the concern are the obvious vulnerability issues in our aging infrastructure assets which are now experiencing large scale open standard network connectivity with other business systems. We position and purpose our work to aid the current evolution of IT security architecture in the infrastructure sector - the backbone of all economic activities.

Notes

1 For the case of zero-day attacks, this assumption holds if such clandestine information creates chatter discernible to the intelligence agency. Only in a relatively rare event would zero day chatter be so weak as not to be discerned – the eventuality of such a low probability event has been ignored for the sake of simplicity.

2 One question we were asked in a seminar is the following: Suppose $G$ spends $k$ on intelligence gathering in period 1 and the attacker hatches a plan in period 2. What would be the effect of that alternate sequence?

In our model, the purpose of intelligence gathering is to learn the value of $\theta$. So, it cannot be done
before the value of $\theta$ is realized. Also, the attacker is not under any kind of compulsion to attack even if $\theta = 1$. Note that the decision to attack or not to attack is taken in period 3 after the government collects intelligence (in period 2), exactly as suggested by the question.

3 For (26), it is important to recognize that the value of $\theta$ does not depend on $k$. In other words, whether or not an attacker hatches a plan depends on the characteristics of the equipment and his own skills. The purpose of intelligence gathering is to find out if the attacker has been successful in this attempt or not.

4 For technical details, see Shaw (2013).

5 It is also possible that the character of the equilibrium does not change. The results in this case can be derived easily and are excluded from the discussion.

6 Rogue implements and memory devices were utilized to initiate Stuxnet attack on the Iranian uranium centrifuges.

References


LIST OF TABLES AND FIGURES
<table>
<thead>
<tr>
<th>NOTATION</th>
<th>DESCRIPTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\theta$</td>
<td>Indicator variable that takes a value of 1 when the attacker hatches a plan, 0 otherwise</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Probability of an attack (An attack is not feasible for $\theta = 0$)</td>
</tr>
<tr>
<td>$p$</td>
<td>Probability of hatching the plan, that is $\Pr (\theta = 1)$</td>
</tr>
<tr>
<td>$s$</td>
<td>Indicator variable that is a signal of $\theta$: $s = 1$ when the government estimates that the attacker has hatched a plan, 0 otherwise</td>
</tr>
<tr>
<td>$\beta(s)$</td>
<td>Probability that the infrastructural firm will activate a state of alert reaching the RTU of its SCADA system given the signal $s$</td>
</tr>
<tr>
<td>$b$</td>
<td>Benefit received by the attacker from a cyber attack</td>
</tr>
<tr>
<td>$c$</td>
<td>Marginal cost of alert activation incurred by the infrastructural firm (defender)</td>
</tr>
<tr>
<td>$k$</td>
<td>Expenditure made by the government to collect intelligence about the attacker’s plans and activities</td>
</tr>
<tr>
<td>$\tau$</td>
<td>Cost incurred by the attacker for an attack</td>
</tr>
<tr>
<td>$\Pi_{ij}(k)$</td>
<td>Probability that $s = i$ and $\theta = j$, as a function of the expenditure $k$ on intelligence</td>
</tr>
<tr>
<td>$\Lambda(k)$</td>
<td>Probability of a successful attack, as a function of the expenditure $k$ on intelligence</td>
</tr>
<tr>
<td>$A$</td>
<td>The attacker</td>
</tr>
<tr>
<td>$D$</td>
<td>The infrastructural firm - the defender</td>
</tr>
<tr>
<td>$G$</td>
<td>The government of the country where $D$ is situated</td>
</tr>
<tr>
<td>$L(b)$</td>
<td>Loss to $D$ from an attack of cyber terrorism</td>
</tr>
<tr>
<td>$T_i$</td>
<td>Conditional payoff to the defender $D$ subject to receiving signal $s = i$</td>
</tr>
<tr>
<td>$V(k)$</td>
<td>Ex ante expected payoff to the defender $D$ as a function of the expenditure $k$ on intelligence</td>
</tr>
<tr>
<td>$\omega$</td>
<td>Cost imposed on the rest of the economy from each successful attack</td>
</tr>
<tr>
<td>$W(k)$</td>
<td>Social Welfare as a function of the expenditure $k$ on intelligence</td>
</tr>
<tr>
<td>$U(k)$</td>
<td>Ex ante expected payoff to the government in the inspection stage under centralized security</td>
</tr>
</tbody>
</table>

Table 1: List of Notations
Figure 1: The above diagram shows the relationship between \( k \) and the equilibrium types.

Table 2: The ex post payoffs in Period 3. The left panel shows the payoffs if \( \theta = 1 \) and the right panel shows the payoffs if \( \theta = 0 \).
Figure 2: In the above diagram, the solid line depicts welfare under decentralized security and the dashed line depicts welfare under centralized security. Under decentralized security, welfare is maximized at X, while under centralized security, it is maximized at Y. Therefore, welfare is lower under centralized security.

Electronic Appendix

A Proof of Lemma 1

Conditional on having hatched a plan of attack, the chance of a successful attack is given by

\[
\Pr(s = 0|\theta = 1; k)\{1 - \beta(0)\} + \Pr(s = 1|\theta = 1; k)\{1 - \beta(1)\},
\]

Noting that irrespective of success or failure, cost of attack \(\tau\) accrues whenever the attacker chooses to attack, the expected payoff from an attack is given by

\[
-\tau + b[\Pr(s = 0|\theta = 1; k)\{1 - \beta(0)\} + \Pr(s = 1|\theta = 1; k)\{1 - \beta(1)\}],
\]

Further, the attacker gets a payoff of 0 if he does not attack. Hence, we have the result.
B Proof of Lemma 2

When the firm activates alert, then it always stops an attack, and consequently has a payoff of $-c$. When it does not activate a state of alert, then the firm suffers a loss $L(b)$ when the attack is launched. An attack will be launched if the attacker has a plan and chooses to use that plan to attack. Given the government’s report $s$, the firm’s estimate of the probability that the attacker has a plan is $\Pr(\theta = 1|s)$. Hence, the firm estimates that the chance of an attack is $\Pr(\theta = 1|s)\alpha$. Consequently given the firm’s information, its expected payoff from not activating the state of alert is

$$-\Pr(\theta = 1|s)\alpha L(b); i = 1, 2.$$  

Hence, the result follows.

C Proof of Proposition 1

(i) The attack probability $\alpha$ follows from (10).

(ii) Suppose $D$ receives the signal $s = 0$. By using (6) and (11), it follows that the left hand side of (9) is less than its right hand side, and hence the firm prefers not to activate alert. Therefore, we have the result.

(iii) Consider the firm’s alert activation decision when $s = 1$. By applying a similar argument, it follows that the firm is indifferent between activating and not activating in this case. The result follows by substituting (12) into (8).

(iv) Suppose the government reports that the signal is $s = 0$. In this case, we already know that the firm never activates state of alert i.e., $\beta(0) = 0$. Hence, the expected payoff to the infrastructural firm conditional on having observed a signal of 0 is

$$T_0 = \Pr(\theta = 0|s = 0; k)0 - \Pr(\theta = 1|s = 0)\alpha L(b).$$
By substituting (11) in the above expression and then simplifying, we obtain the following:

\[ T_0 = -\frac{\Pr(\theta = 1|s = 0; k)}{\Pr(\theta = 1|s = 1; k)} c. \]

When \( s = 1 \), the firm plays a mixed strategy. Therefore the firm is indifferent between activating and not activating state of alert. Since the payoff of the firm from activating state of alert is \( -c \), therefore its ex post payoff must be \( -c \). Hence, for the Type 1 Equilibrium,

\[ T_1 = -c. \]

The ex ante expected payoff of the firm when the government spends \( k \) in intelligence gathering is therefore given by

\[ V(k) = \Pr(s = 0; k) T_0 + \Pr(s = 1; k) T_1 \]

which, upon simplification, can be re-written as (13).

(v) An attack is successful if (a) the terrorist has a plan (that is, \( \theta = 1 \)), (b) and chooses to attack using that plan and (c) the firm does not activate the state of alert. Hence,

\[ \Lambda(k) = \Pr(\theta = 1) \alpha \left[ \Pr(s = 1|\theta = 1; k)(1 - \beta(1)) + \Pr(s = 0|\theta = 1; k)(1 - \beta(0)) \right] \]

which upon simplification can be re-written as (14).

D Proof of Proposition 2

(i) Suppose \( k > k_1 \). By the definition of \( k_1 \), it must be the case that

\[ \Pr(s = 1|\theta = 1; k) > 1 - \frac{\tau}{b}. \]
Given the values of $\beta(1)$ and $\beta(0)$, it follows that the left hand side of (8) is $\Pr(s = 1|\theta = 1; k)$ while the right hand side is $(1 - \frac{r}{\theta})$. Hence for $k > k_1$, the left hand side is greater than the right hand side. Therefore, it follows from Lemma 1 that $\alpha = 0$. However, in that case, $\Pr(\theta = 1|s = 1; k)\alpha = 0 < \frac{c}{L(b)}$ and that violates (17). Therefore, we cannot have an equilibrium of type 2 when $k > k_1$.

When $k < k_1$, then the following inequality holds:

$$\Pr(s = 1|\theta = 1; k) < 1 - \frac{r}{b}.$$ 

In such a case, it follows from Lemma 1 that

$$\alpha = 1.$$ 

(ii) and (iii): Follows from Lemma 2 and (17).

(iv) The expected payoff conditional on having observed a signal of 0 is

$$T_0 = -\Pr(\theta = 1|s = 0) L(b).$$

When $s = 1$, the firm always activates the state of alert. Therefore, for the Type 2 Equilibrium,

$$T_1 = -c.$$ 

Hence, the ex ante expected payoff of the firm when the government spends $k$ in intelligence gathering is given by

$$V(k) = \Pr(s = 0; k) T_0 + \Pr(s = 1; k) T_1$$

which upon simplification reduces to (18).
(v) The probability of a successful attack $\Lambda(k)$ can be calculated as follows:

\[
\Lambda(k) = \Pr(\theta = 1)\left[\Pr(s = 1|\theta = 1;k)(1 - \beta(1)) + \Pr(s = 0|\theta = 1;k)(1 - \beta(0))\right]
\]

\[
= \Pr(\theta = 1)\Pr(s = 0|\theta = 1;k)
\]

and this upon simplification yields (19).

E Statement and Proof of Proposition 8

**Proposition 8** In the type 3 equilibrium, the following results hold:

(i) If a plan is hatched, then the attacker attacks with probability

\[
\alpha = \frac{1}{\Pr(\theta = 1|s = 0;k) L(b)} c.
\]

(ii) If the firm receives a signal of $s = 0$, then its alert activation probability is

\[
\beta(0) = \frac{(b - r) - \Pr(s = 1|\theta = 1;k)}{\Pr(s = 0|\theta = 1;k)}.
\]

(iii) If the firm receives a signal of $s = 1$, then it always activates the state of alert, that is,

\[
\beta(1) = 1.
\]

(iv) The ex ante expected payoff of the firm when the government spends $k$ in intelligence gathering is given by

\[
V(k) = -c.
\]
(v) The ex ante probability of a successful attack is given by

\[ \Lambda(k) = \Pr(\theta = 1) \frac{1}{\Pr(\theta = 1|s = 0; k)} L(b) \frac{c}{b}. \]  

(31)

**Proof.** (i) The attack probability of the terrorist follows from (20).

(iii) The result follows from (9) and (20).

(ii) Using (20), it follows that the left hand side of (9) is equal to its right hand side. Hence, the firm is indifferent between activating and not activating the state of alert when it receives a report of \( s = 0 \) from the government. The result then follows from (8).

(iv) Suppose the government reports that the signal is \( s = 0 \). In this case, the firm plays a mixed strategy. Therefore the firm is indifferent between activating and not activating the state of alert. Since the payoff of the firm from activating the state of alert is \(-c\), therefore its *ex post* payoff must be \(-c\). Hence, for the Type 3 Equilibrium,

\[ T_0 = -c. \]

On the other hand, when \( s = 1 \), the firm always activates the state of alert. Hence, for the Type 3 Equilibrium,

\[ T_1 = -c. \]

Hence, the result follows.

(v) The probability of a successful attack when equilibrium is of Type 3 is given by,

\[ \Lambda(k) = \Pr(\theta = 1) \alpha \left[ \Pr(s = 1|\theta = 1; k)(1 - \beta(1)) + \Pr(s = 0|\theta = 1; k)(1 - \beta(0)) \right] \]

which simplifies to (31). ■

Now, let us examine the parametric conditions under which this equilibrium occurs. The attacker’s probability of attack cannot exceed 1. Hence, we must have the following
restriction:
\[ \Pr(\theta = 1|s = 0; k) \geq \frac{c}{L(b)}. \]

Further, it must be the case that \( \beta(0) \leq 1 \), and this is satisfied if (5) holds. Finally, it must be the case that \( \beta(0) \geq 0 \) and therefore, the following inequality must be satisfied:
\[ \Pr(s = 1|\theta = 1; k) \leq 1 - \frac{\tau}{b}. \]

Combining all of these inequalities, it follows that the equilibrium is of type 3 if
\[ \Pr(\theta = 1|s = 0; k) \geq \frac{c}{L(b)} \quad \text{and} \quad \Pr(s = 1|\theta = 1; k) \leq 1 - \frac{\tau}{b} \quad (32) \]

are both satisfied. By comparing (16) and (32), it follows that \( k_3 \leq k_1 \).

### F Proof of Proposition 3

Suppose \( k > k_1 \). Substitute (13) and (14) into the expression for \( W(k) \) to obtain the following:
\[
W(k) = V(k) - \omega \Lambda(k) - k \\
= -\frac{\Pr(\theta = 1)}{\Pr(\theta = 1|s = 1; k)} c - \omega \frac{\Pr(\theta = 1)}{\Pr(\theta = 1|s = 1; k) L(b) b} \frac{c}{b} - k \\
= -\frac{\Pr(\theta = 1)}{\Pr(\theta = 1|s = 1; k)} \left[ 1 + \omega \frac{1}{L(b)} \frac{\tau}{b} \right] c - k.
\]

Now suppose \( k_3 < k < k_1 \). Substitute (18) and (19) into the expression for \( W(k) \) to
obtain the following:

\[ W(k) = V(k) - \omega \Lambda(k) - k \]
\[ = -\Pi_{01}(k)(L(b) - c) - \Pi_{10}(k)c - \Pr(\theta = 1)c - \Pi_{01}(k)\omega - k \]
\[ = -\Pi_{01}(k)(L(b) + \omega - c) - \Pi_{10}(k)c - \Pr(\theta = 1)c - k. \]

Finally suppose \( k < k_3 \). Substitute (30) and (31) into the expression for \( W(k) \) to obtain the following:

\[ W(k) = V(k) - \omega \Lambda(k) - k \]
\[ = -c - \omega \frac{\Pr(\theta = 1)}{\Pr(\theta = 1|s = 0; k)} \frac{c}{L(b)} \frac{\tau}{b} - k \]
\[ = -\left[ 1 + \omega \frac{\Pr(\theta = 1)}{\Pr(\theta = 1|s = 0; k)} \frac{1}{L(b)} \frac{\tau}{b} \right] c - k. \]

G Proof of Lemma 3

It follows from (22) that for \( k < k_3 \),

\[ W'(k) = \omega \frac{\Pr(\theta = 1)}{[\Pr(\theta = 1|s = 0; k)]^2 L(b) b} \frac{c}{L(b)} \frac{\tau}{b} \frac{\partial}{\partial k} \Pr(\theta = 1|s = 0; k) - 1. \]

Using (4), it follows that \( W'(k) < 0 \) for \( k < k_3 \). Hence the result follows.
H  Proof of Corollary 1

Let us first compare $W(k_1)$ with $W(0)$. Note that

\begin{align}
W(k_1) - W(0) &= -\frac{Pr(\theta = 1)}{Pr(\theta = 1|s = 1; k_1)} \left[ 1 + \omega \frac{1}{\bar{L}(b) b} \right] c - k_1 - W(0) \\
&= \frac{Pr(\theta = 1)}{Pr(\theta = 1|s = 1; k_1)} W(0) - k_1 - W(0) \\
&= \left[ 1 - \frac{Pr(\theta = 1)}{Pr(\theta = 1|s = 1; k_1)} \right] |W(0)| - k_1.
\end{align}

(33)

It can be shown that $\frac{Pr(\theta = 1)}{Pr(\theta = 1|s = 1; k_1)} < 1$ when (24) is satisfied. Hence if (24) and (25) hold, then (33) is positive.

Now observe the following chain of inequalities:

\begin{align}
W(k^*) - W(0) &\geq W(k_1) - W(0) \\
&= \left[ 1 - \frac{Pr(\theta = 1)}{Pr(\theta = 1|s = 1; k_1)} \right] |W(0)| - k_1.
\end{align}

Hence the result follows.

I  Proof of Proposition 5

By the implicit function theorem, it follows that

\begin{equation}
\frac{\partial k^*}{\partial p} = -\frac{\partial^2 W(k^*)}{\partial k \partial p},
\end{equation}

Since $W''(k) < 0$, therefore,

\begin{equation}
\text{sign} \left( \frac{\partial k^*}{\partial p} \right) = \text{sign} \left( \frac{\partial^2 W(k^*)}{\partial k \partial p} \right).
\end{equation}
In order to evaluate \( \frac{\partial^2 W(k^*)}{\partial k \partial p} \), note that

\[
Π_{01} (k) = \Pr (s = 0|\theta = 1; k) \Pr (\theta = 1),
\]

\[
Π_{10} (k) = \Pr (s = 1|\theta = 0; k) \Pr (\theta = 0)
\]

and

\[
\Pr (\theta = 0) = 1 - \Pr (\theta = 1).
\]

Using the above relationships, it follows from (26) that

\[
\frac{\partial^2 W (k^*)}{\partial k \partial p} = - \frac{\partial}{\partial k} \Pr (s = 0|\theta = 1; k) [L (b) + \omega - c] + \frac{\partial}{\partial k} \Pr (s = 1|\theta = 0; k) c
\]

for \( k^* \in (k_3, k_1) \). In the above expression, the first term is positive while the second term is negative. Hence, \( \frac{\partial^2 W (k^*)}{\partial k \partial p} > 0 \) if the first term dominates. However, it is also possible that \( \frac{\partial^2 W (k^*)}{\partial k \partial p} < 0 \) if the second term dominates. In the former case \( \frac{\partial k^*}{\partial p} > 0 \), while in the latter case, \( \frac{\partial k^*}{\partial p} < 0 \).

Now consider the effect of a reduction in \( p \) on welfare. Notice that

\[
\frac{dW (k^*)}{dp} = \frac{\partial W (k^*)}{\partial p} + W' (k^*) \frac{\partial k^*}{\partial p}.
\]

However, by the first order condition, \( W' (k^*) = 0 \). Therefore, it follows from (22) that

\[
\frac{dW (k^*)}{dp} = - \Pr (s = 0|\theta = 1; k^*) [L (b) + \omega - c] - \Pr (s = 1|\theta = 0; k^*) c - c
\]

\[
= - \Pr (s = 0|\theta = 1; k^*) [L (b) + \omega]
\]

\[
- \{\Pr (s = 1|\theta = 1; k^*) - \Pr (s = 1|\theta = 0; k^*)\} c
\]
for \( k^* \in (k_3, k_1) \). The first term is negative, while the second term has an ambiguous sign. If (27) holds, then it can be shown that

\[
\Pr(s = 1|\theta = 1; k^*) > \Pr(s = 1|\theta = 0; k^*).
\]

In this case, the second term is also negative. Hence \( \frac{dW(k^*)}{dp} < 0 \) if (27) holds.

\[\text{J Proof of Proposition 6}\]

We provide a sketch of the proof here. First, note from (16) that the following equality holds at \( k_1 \):

\[
\Pi_{11}(k_1) = \left(1 - \frac{\tau}{b}\right)p.
\]

Since \( \Pi'_{11}(k) > 0 \), therefore a decrease in \( p \) decreases \( k_1 \). Consider Figure 3. Suppose \( k_1 = k_1^0 \) initially. In the alert activation subgame, the equilibrium is of type 1 for \( k > k_1^0 \) and is of type 2 for \( k < k_1^0 \). Therefore, the welfare function is given by \( AB \) for \( k < k_1^0 \) and \( CD \) for \( k > k_1^0 \). Notice that welfare is maximized at \( X \) and thus the equilibrium will be of type 2 in the alert activation subgame.

Now consider the effect of a lowering of vulnerability, that is, a decrease in \( p \). This reduces \( k_1 \) to \( k_1^1 \). Now the welfare function is given by \( A'E' \) for \( k < k_1^1 \) and \( F'D' \) for \( k > k_1^1 \). As a result, welfare is now maximized at \( Y' \) and in the alert activation subgame, the equilibrium switches to type 1. Therefore, a lowering of vulnerability can change the nature of the equilibrium from type 2 to type 1.

This means that in such a situation, the expenditure on intelligence increases (from \( X \) to \( Y' \)) in response to decreased system vulnerability. Finally, note that in this situation, there is also a reduction in welfare in response to a decrease in vulnerability.
Figure 3: At the initial level of vulnerability, the welfare function is drawn using the solid lines. After the reduction in vulnerability, the welfare function is drawn using the dashed lines.

The major takeaway from the diagram is the following: At the initial level of vulnerability, welfare is maximized at $X$. After a decrease in the degree of vulnerability, $X$ is no longer feasible and welfare is instead maximized at $Y'$. 
K Proof of Proposition 7

We provide a sketch of the proof here. Suppose \( \frac{\tau}{b} \) is low enough such that \( \Pr(s = 1|\theta = 1; k) < 1 - \frac{\tau}{b} \) at \( k = k_3 \). Then, note from (21) that the following equality holds at \( k_3 \):

\[
\Pr(\theta = 1|s = 0; k_3) = \frac{c}{L(b)}.
\]

Since \( \Pr(\theta = 1|s = 0; k) \) is a decreasing function of \( k \), therefore a decrease in \( c \) increases \( k_3 \). Consider Figure 4. Suppose \( k_3 = k_3^0 \) initially. In the alert activation subgame, the equilibrium is of type 1 for \( k > k_1 \) and is of type 2 for \( k_3^0 < k < k_1 \). Therefore, the welfare function is given by \( AB \) for \( k_3^0 < k < k_1 \) and \( CD \) for \( k > k_1 \). Notice that welfare is maximized at \( X \) and thus the equilibrium is of type 2 in the alert activation subgame.

Now consider the effect of a decrease in the alert activation cost \( c \). This increases \( k_3 \) to \( k_3^1 \). Now the welfare function is given by \( E'B' \) for \( k_3^1 < k < k_1 \) and \( C'D' \) for \( k > k_1 \). As a result, welfare is now maximized at \( Y' \) and in the alert activation subgame the equilibrium switches to type 1. Therefore, a decrease in the alert activation cost can change the nature of the equilibrium.

This means that in such a situation, the expenditure on intelligence increases in response to a decrease in the alert activation cost. Finally, note that in this situation, there is also a reduction in welfare in response to a decrease in the alert activation cost.

L Increase in loss to the infrastructural firm

Below, we consider the impact of an increase in the infrastructural firm’s loss function \( L(b) \). That is, we now consider a scenario in which the loss \( L \) to the infrastructural firm is greater for the same benefit \( b \) to the terrorist.
Figure 4: At the initial level inspection cost, the welfare function is given by the solid line. After the reduction in inspection cost, the welfare function is given by the dashed line. The major takeaway from the diagram is the following: Initially, welfare is maximized at $X$. After a decrease in the cost of inspection, $X$ is no longer feasible and welfare is instead maximized at $Y$.

L.0.1 Equilibrium is of type 2 before and after the increase in $L(b)$

Notice from (26) that

$$\frac{\partial^2 W (k^*)}{\partial k \partial L (b)} = -\Pi_0 (k) > 0$$

for $k^* \in (k_3, k_1)$. Therefore, when the equilibrium is of type 2, then an increase in the infrastructural firm’s loss from a successful attack increases the optimal level of expenditure on intelligence. It also follows from (22) that

$$\frac{dW (k^*)}{dL (b)} = -\Pi_0 (k) < 0$$

for $k^* \in (k_3, k_1)$. Thus, welfare decreases in this case.

L.0.2 Equilibrium is of type 1 before and after the increase in $L(b)$

The key result in this case is summarized in the proposition below.
Proposition 9 Suppose there is an increase in the loss function \( L(b) \) of the infrastructural firm such that the equilibrium is type 1 (large expenditure on intelligence) both before and after the increase. This leads to a decrease in the expenditure on intelligence and an increase in welfare.

Proof. Following the same steps as above, it can be shown that when the equilibrium is of type 1, then \( \frac{\partial k^*}{\partial L(b)} < 0 \), that is an increase in the loss of the infrastructural firm from a cyber-attack leads to a decrease in the optimal expenditure on intelligence.

Further,

\[
\frac{dW(k^*)}{dL(b)} = \frac{\Pr(\theta = 1)}{\Pr(\theta = 1|s = 1; k)} \left( \frac{1}{[L(b)]^2} \right)^\omega \tau b^c > 0
\]

for \( k^* \in (k_1, \infty) \). Thus in this case, social welfare increases when there is an increase in the loss of the infrastructural firm. ■

Both of these results are counter to what one might expect. One might think that these results hold because of an increase in the alert activation probability following higher loss. However, that intuition is not correct. Indeed, in this equilibrium, the probability of alert activation (given a signal) does not change in response to an increase in \( L(b) \). The correct intuition instead is as follows: In the mixed strategy equilibrium, the attacker makes the infrastructural firm indifferent between activating and not activating the state of alert when the reported signal is 1. When there is an increase in the loss to the firm, then everything else remaining constant, the firm prefers to activate the state of alert. Knowing this, the attacker then responds by reducing the probability of attack in order to restore indifference.

L.0.3 Equilibrium is of type 2 initially and is of type 1 after the increase in \( L(b) \)

Following similar steps as in the discussion of the reduction in \( c \), it can be shown that an increase in \( L(b) \) increases \( k_3 \). Hence using a similar argument as in Proposition 7, it can be shown that in such a situation, it is possible for the expenditure on intelligence to increase and welfare to reduce in response to an increase in \( L(b) \).