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## Building Intuition for Quantum Information using 3D-Printing

"I thought of calling it 'information,' but the word was overly used, so I decided to call it 'uncertainty'. When I discussed it with John von Neumann, he had a better idea. Von Neumann told me, 'You should call it entropy... nobody knows what entropy really is, so in a debate you will always have the advantage." - Claude Shannon
"Quantum mechanics, at its core, is a change to the rules of probability - and this is also where the power of quantum computing comes from - these different rules of probability than the ones that we are used to." - Scott Aaronson ${ }^{1}$


#### Abstract

Quantum computing is poised to revolutionize the fields of cryptography, optimization, and rational drug design. However, forming the proper intuition for quantum phenomena, even by experienced practitioners, is often difficult. This is due in large part to the impossibility of simple visualizations of even basic elements, such as two-qubit entangled states or complex timevarying spatial wavefunctions. This problem can be compounded by a lack of clarity of fundamental quantum and information theoretic principles, especially Bell's Theorem and the definition of entropy. Here, examples of 3D-Printed visualizations - including of the von Neumann entropy of two-qubit states and the time-evolution of the probability density in an anisotropic harmonic oscillator - are used to help elucidate the underlying foundations of quantum information theory, and the distinction between quantum and classical correlations. With an emphasis on physical visualizations, this approach may lead to progress in both pedagogy and the design of quantum computers.

\section*{Motivation}

Quantum computing ${ }^{2}$ holds the promise of making use of the deeply counterintuitive rules of quantum mechanics (QM) to perform certain computational tasks much more quickly than current hardware. Many quantum computing methods, such as Shor's algorithm, rely on the ability for interference effects to cancel all but the correct answer. ${ }^{3}$ The members of the workforce of the future who are in line to design, build, program, and operate these quantum computers are being trained now. They will need a foundation in Quantum Information Science and Technology (QIST), which builds on concepts from information theory, computer science, and quantum mechanics. ${ }^{4}$ Cultivating an intuitive understanding of practical QIST principles may be more critical for these aspiring students compared with abstract quantum theory. ${ }^{5,6}$ However, existing educational resources often require a considerable time investment before they can even approach problems related with QIST. ${ }^{7}$ Recently, government funding in this area has increased dramatically, as with the National Q-12 Education Partnership, with the goal of increasing the technical ability of students. ${ }^{8}$ Similarly, Europe's Quantum Flagship initiative ${ }^{9}$ released a Competence Framework for Quantum Technologies, which lists foundational concepts of quantum physics that may be unfamiliar to first-time students, including superposition, time evolution, entanglement, and Bell inequalities. ${ }^{10}$ Much of the effort by educators to date has been focused on helping students intuitively picture the quantum wavefunction. ${ }^{11}$ Some existing computer-generated visualizations use color to show the complex phase, and use brightness for the amplitude. ${ }^{12}$ Other simulations are interactive, and allow students to see the time evolution of the wavefunction in a system with a chosen Hamiltonian, as with Quantum Composer. ${ }^{13}$ These are very useful classroom tools, but remain limited to two dimensions. Having physical models to hold and manipulate can help make quantum concepts more intuitive for students.


## Introduction

Quantum mechanics is our best theory for the laws of physics at small scales, and has - with an incredible degree of precision - successfully passed every experimental test to date. Without it, we would not have laptops, smartphones, MRI machines, microprocessors, or lasers. Most properties of materials, like electrical conductivity or magnetism, are direct results of QM, and some experimental values have been determined to a precision of a few parts per trillion. At the same time, somewhat disconcertingly, QM fundamentally challenges our native conceptions of causality, ${ }^{14}$ and in particular, it scrambles intuitive understandings of what is deterministic and what is probabilistic. For example, the Heisenberg Uncertainty principle famously states that knowledge of one observable, like the position of a particle, precludes prefect knowledge of a corresponding quantity, in this case, its momentum. However, in between measurements, the wavefunction describing that particle evolves perfectly deterministically according to the Schrödinger wave equation. Similarly, the Stern-Gerlach experiment, first performed almost a century ago, showed that measurement of an electron's spin along a chosen axis will always be one of two possibilities: up or down. Furthermore, the value will not change if measured repeatedly in the same direction, but once measured in a perpendicular direction, all information of the original axis will be destroyed. Subsequently, measurements will yield up or down randomly with equal probability. In other words, there is an inherent paradox in our understanding of the laws that govern our Universe. Even if we know everything about the wavefunction - which is everything there is to know according to most interpretations of quantum mechanics - and its evolution in time is completely deterministic, the outcomes are still inherently probabilistic, and only give the chances to find a particle in every particular location if we would choose to look. That is, once we make a measurement, we cannot be sure of the outcome, only the a priori probabilities for each. Building an intuition about what is probabilistic and what is deterministic in this brave new world of QM is crucial for the success of quantum computing.

Moreover, particles can be described as existing in a superposition of states simultaneously, but these representations are not unique. In general, a wavefunction can be in a single deterministic state when measured in one direction, but will be in a probabilistic superposition when measured in others. This leads to strange outcomes, even for those well versed in probability theory. In a classical system, uncertainty about a part - as measured by the information entropy associated with that subset - will inevitably lead to an uncertain whole. However, quantum entropy obeys subadditivity ${ }^{15}$ in which non-classical correlations due to entanglement can remove all doubt when the total wavefunction is considered. It has been proven that any advantage a quantum computer has over its classical counterpart can only come from entanglement between quantum bits (qubits). Entanglement is another inescapable part of QM with no classical analogue. According to Bell's Theorem, ${ }^{16}$ quantum entanglement gives rise to correlations ${ }^{17}$ between
measurements on different particles, even after being separated by great distances, and cannot be explained with classical hidden variables ${ }^{18}$ adhering to local realism. Entanglement ${ }^{19}$ is now seen as a resource ${ }^{20}$ within quantum computing, to be protected from processes that would cause decoherence of the wavefunction and a return to classical behavior.

What follows are examples of basic ideas from quantum mechanics that resist conventional representation due to fundamental limitations imposed by the rules of physics. For each example, a new method of 3D visualization is presented to help provide a more intuitive understanding compared with previous pedagogical approaches. First, an intuitive explanation of Bell's theorem, which rules out the possibility of local realism with hidden variables, is provided using a 3D-printed model of the experimental apparatus. Then, a 3D-printed "map" is shown of entangled two-qubit states obtainable using a CNOT gate, ${ }^{21}$ a basic process in quantum computing. While a single qubit can be described in three dimensions with a Bloch sphere, the complexity and correlations of even just two entangled qubits cannot be simply visualized. ${ }^{22}$ This is a fundamental limitation even for quantum computer visualizations, like Quirk, ${ }^{23}$ that track of the wavefunction throughout the circuit. To represent entangled bipartite states, a 3D-printed density matrix is also presented. Finally, the deterministic time-evolution of the probability density of a particle in a two-dimensional anisotropic harmonic potential is represented with a 3D visualization. An emphasis is placed on explicitly distinguishing between classical and quantum correlations. 3D-printable .stl files and associated movie animations are provided in the Supplementary Material, along with an appendix showing the output from a test of entanglement run on a real quantum computer hosted by IBM Quantum Lab. ${ }^{24}$

## Background

## Density Matrix

In quantum mechanics, the Bloch Sphere representation of a single qubit maps any pure state $|\psi\rangle$ onto a point on the surface of a unit sphere:

$$
\begin{equation*}
|\psi\rangle=\cos \frac{\theta}{2}|0\rangle+e^{i \varphi} \sin \frac{\theta}{2}|1\rangle \tag{1}
\end{equation*}
$$

The probabilities of measuring 0 or 1 are $|\langle 0 \mid \psi\rangle|^{2}=\left(\cos \frac{\theta}{2}\right)^{2}$ and $|\langle 1 \mid \psi\rangle|^{2}=\left(\sin \frac{\theta}{2}\right)^{2}$, respectively. Mixed single-particle states, which consist of classical mixtures of pure states, can still be represented this way, but as points on the interior of the unit ball. The density matrix $\rho$ for a pure state $|\psi\rangle$ can be calculated using:

$$
\begin{equation*}
\rho_{\psi}=\sum_{i}\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right| \tag{2}
\end{equation*}
$$

The density matrix contains all observable information by giving the probability of each outcome when measured in any direction. The density matrix is not unique, and can be obtained from
various combinations of mixed states. The amplitude of the projection of state $|\psi\rangle$ along the direction of the basis vector $|v\rangle$ is the inner product between them, $\langle v \mid \psi\rangle$. The Born rule says that the probability of measuring "up" when making this measurement is amplitude squared:

$$
\begin{equation*}
P\left(v_{\psi}\right)=\langle v \mid \psi\rangle\langle\psi \mid v\rangle=|\langle v \mid \psi\rangle|^{2} \tag{3}
\end{equation*}
$$

From the definition of the density matrix (eq. 2) this can be obtained with:

$$
\begin{equation*}
P\left(v_{\psi}\right)=\langle v| \rho_{\psi}|v\rangle \tag{4}
\end{equation*}
$$

And, for any observable represented by the Hermitian matrix $A$, the expectation value can be calculated by:

$$
\begin{equation*}
\langle A\rangle=\operatorname{tr}\left(A \rho_{\psi}\right) \tag{5}
\end{equation*}
$$

where tr is the trace operator. In this way, the density matrix contains all accessible information regarding measuring along any desired axis. ${ }^{25}$ However, this is not a complete description of the state, since there is an upper bound ${ }^{26}$ on how much information can be extracted from a quantum system. Essentially, each qubit can convey, at most, one bit information. Also, the "nocloning" theorem enforces that only one of these measurements can be done before the state is irreparably changed. The density matrices of classical mixtures contain only diagonal entries, and can be thought of classical probability distributions. Off-diagonal entries show quantum interference effects between states. Correlations in a classical mixture are constrained by Bell inequalities (local realism) that can fit within a Venn diagram, as shown below.

A qubit in a superposition of pure states differs from a classical probability mixture in that there will be an axis for which the outcome will be certain. For example, the superposition $|+\rangle=$ $\frac{1}{\sqrt{2}}(|0\rangle+|1\rangle)$ has the density matrix:

$$
\rho_{+}=\frac{1}{2}\left(\begin{array}{ll}
1 & 1  \tag{6}\\
1 & 1
\end{array}\right)
$$

As opposed to the classical mixture of equal probability of 0 and 1 , which is the maximally mixed state:

$$
\rho_{\text {mix }}=\frac{1}{2}\left(\begin{array}{ll}
1 & 0  \tag{7}\\
0 & 1
\end{array}\right)
$$

Notice only diagonal entries are nonzero for the classical mixture. When measured in the standard $\{|0\rangle,|1\rangle\}$ basis, both $\rho_{+}$and $\rho_{m i x}$ give up and down with equal probability. In fact, if only observed along the standard basis, it is not possible to distinguish between them. However, measured in its own basis, the pure superposition $|+\rangle$ state always gives the same answer, while the maximally mixed state always gives equal chance for up and down in every possible basis.

## Information Entropy

Entanglement is a nonclassical correlation between particles that occurs when the joint wavefunction cannon be written as the product of single-particle wavefunctions. The degree of entanglement between qubits can be quantified using information theory, which focuses on how the amount of uncertainty changes in a system. Classical information theory due to Claude Shannon recognizes the deep connections between thermodynamic entropy - which is conventionally described as a measure of disorder in a system or energy unavailable to do work - and the information content of a message. In fact, the formula is the same: ${ }^{27}$

$$
\begin{equation*}
S=-\sum_{i} p_{i} \log _{2} p_{i} \tag{8}
\end{equation*}
$$

where $p_{i}$ is the probability of finding the system in state $i$. Fundamentally, entropy is the "missing information" ${ }^{28,29}$ that is needed to specify the exact state of a system given a partial description. ${ }^{30}$ As surprising as it may sound, entropy is not an intrinsic property of systems, although it is an extremely useful one. Entropy only enters the picture because of our insistence on grouping together similar microstates, according to some average value, in collections called macrostates. For thermodynamics, this is not as much a choice as it is a necessity, since keeping track of the positions and momenta of even a handful of particles quickly becomes impossible, let alone the unimaginably large computing resources required to completely monitor the state of all the air molecules bouncing around a normal sized room. The best we can do, practically, is monitor macroscopic variables like the temperature, pressure, and volume, et cetera. Entropy tells us how much information is lost by referring to an averaged macrostate instead of identifying the exact microstate. More specifically, the entropy is equal to the average number of binary questions required determine the exact state if given the ensemble it belong to. ${ }^{31}$ Because of this, Jaynes showed that entropy is in the "eye of the beholder," ${ }^{32}$ and that having more complete information can be converted into energy. ${ }^{33}$ In particular, Maxwell's Demon ${ }^{34}$ has the ability to turn information into useful work via a Szilárd Engine. ${ }^{35}$ On the other hand, Laplace's Demon, ${ }^{36}$ who by definition knows everything, doesn't care about entropy at all.

The quantum analogue of Shannon's formula is the van Neumann entropy:

$$
\begin{equation*}
S=-\operatorname{tr}(\rho \ln \rho)=-\sum_{i} \lambda_{i} \ln \lambda_{i} \tag{9}
\end{equation*}
$$

where $\lambda_{i}$ are the eigenvalues of $\rho$. Since the wavefunction is all there is to know about state, pure states have zero entropy. This leads to the subadditivity of quantum information, since the van Neumann entropy measures the loss of information by knowing only the individual wavefunctions and not the "wavefunction of the Universe." ${ }^{37}$ While classical uncertainty, as quantified by the Shannon entropy, can never be less than sum of its constituent parts, there can be entangled quantum states - with zero van Neumann entropy as a whole - that each have nonzero entropy individually. For example, it has been shown that you can be completely
ignorant of the joint wavefunction, yet no one can point to a single part you are unsure about. ${ }^{38}$ Overall, the value of $S$ gives the minimum Shannon entropy among all possible probability distributions from all possible measurement bases. ${ }^{39} \mathrm{In}$ short, classical entropy is the cost of thinking in terms of the "big picture" instead of individual particles. Quantum mechanics inverts this view, in the sense that the joint wavefunction can contain information about correlations between particles that is absent from the "atomized" single-particle wavefunctions.

## Bell Test Apparatus

Given its centrality in quantum theory, a strong understanding Bell's Inequality, which sets a limit on hidden variable theories - and how it is violated by entangled particles - is crucial. Bell's theorem shows that any explanation of the Universe that adheres to local realism has unavoidable constraints on the correlations between measurements. A 3D-printed model of a Bell Test apparatus is shown in figure 1. Pairs of particles are created at the center, and each one is sent to a separate detector. In this version of the experiment, each detector can be set independently in one of three evenly-spaced settings, denoted A, B, and C (Figure 2). The direction of "up" or $|0\rangle$ for each detector setting is represented by the corresponding letter, while the "down" or $|1\rangle$ state has an overbar. When a pair of entangled particles prepared in the entangled $\left|\Phi^{+}\right\rangle=\frac{1}{\sqrt{2}}[|00\rangle+|11\rangle]$ state are both measured in the same direction, experiments have shown that the detectors always give the same result, either both up or both down:

$$
\begin{equation*}
S A M E_{A A}=S A M E_{B B}=S A M E_{C C}=1 \tag{10}
\end{equation*}
$$

When measured repeatedly along different axes, any hidden variables theory in which the particles have well-defined properties at all times will be limited by Bell's inequality. This can be stated as:

$$
\begin{equation*}
S A M E_{A B}+S A M E_{A C}+S A M E_{B C} \geq 1 \tag{11}
\end{equation*}
$$

There are several ways of understanding this result. By logical consistency, the number of matches is restricted to be an odd number, either 1 or three. Exactly two is impossible, for example, if $A=B$ and $B=C$, then $A=C$ by the transitive property. Similarly, there cannot be zero matches, by geometrical frustration ${ }^{40}$ (fig 3). That is, if $A \neq B$ and $B \neq C$, then $A=C$ is inevitable. Even more intuitively, figure 4 shows how a hidden variables theory, which must generate logically consistent Venn diagrams, leads unavoidably to Bell's Theorem. ${ }^{41}$ Adding the probabilities of the three circles encompasses all possible outcomes at least once. By the axioms of probability, this must sum to at least 1. Alternatively, this can be seen by enumerating all possible hidden variable values (Table 1).


FIGURE 2: Settings for each detector in the Bell test apparatus. The letter shows the detector setting representing "up", while the letter with an overbar shows "down" for that axis.


FIGURE 3: Illustration of the geometric frustration that prevents $A B, B C$, and $A C$ from all being different simultaneously.


FIGURE 4: Graphical proof of Bell's Theorem using a Venn diagram. Any hidden variables theory that assigns definite values to each outcome will include every possibility at least once.

| Hidden <br> Variables |  |  | SAME? |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A | B | C | AB | BC | AC | \# Same |
| 0 | 0 | 0 | $\checkmark$ | $\checkmark$ | $\checkmark$ | 3 |
| 0 | 0 | 1 | $\checkmark$ |  |  | 1 |
| 0 | 1 | 0 |  |  | $\checkmark$ | 1 |
| 0 | 1 | 1 |  | $\checkmark$ |  | 1 |
| 1 | 0 | 0 |  | $\checkmark$ |  | 1 |
| 1 | 0 | 1 |  |  | $\checkmark$ | 1 |
| 1 | 1 | 0 | $\checkmark$ |  |  | 1 |
| 1 | 1 | 1 | $\checkmark$ | $\checkmark$ | $\checkmark$ | 3 |

TABLE 1: All possible hidden variables enumerated, subject to the constraint that both particles give the same value when measured along the same direction. The total number of matches when measured in the $A B, B C$, and $A C$ directions is always one or greater.

Many empirical tests have confirmed that these limits can be violated by entangled particles, performed with increasing stringency to close any conceivable loophole ${ }^{42,43,44}$. However, it is important to understand why the entangled state $\frac{1}{\sqrt{2}}(|00\rangle+|11\rangle)$ violates Bell's theorem, while a classical mixture of a $50 \%$ chance of $|00\rangle$ and $50 \%$ chance of $|11\rangle$ does not. Figure 5 illustrates the probabilities that the detectors give the same result, either (a) up or (b) down. In these diagrams, the near detector is set along the $A$ axis, and the far detector is set to $B$. If the near detector measures $|0\rangle$, which is up in the A direction, the wavefunction at the far detector collapses to $|0\rangle$ as well. Or, as explained by interpretations of quantum mechanics that do not involve wavefunction collapse, such as "consistent histories" ${ }^{45}$ or Everett's Many Worlds, ${ }^{46}$ only results that accord with the original entangled wavefunction are ever observed. This happens half of the time, and when it does the far detector offset by $120^{\circ}$ at $B$ will measure up with probabilty

$$
\begin{equation*}
P(\psi, v)=\cos ^{2}\left(\frac{\Delta \theta}{2}\right)=\cos ^{2}\left(\frac{120}{2}\right)=\frac{1}{4} \tag{12}
\end{equation*}
$$

of the time. As a result, both up (figure 5a) will occur $\frac{1}{2}\left(\frac{1}{4}\right)=\frac{1}{8}$ of the time. The same will be true for both down (figure 5b), and the total value of $S A M E_{A B}$ will be P (Both Up) +P (Both Down) $=2\left(\frac{1}{8}\right)=\frac{1}{4}$. The total is then $S A M E_{A B}+S A M E_{A C}+S A M E_{B C}=\frac{3}{4}$, which is less than the Bell Limit
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FIGURE 5: Calculating the probability of SAMEAB when both are measured to be (a) up or (b) down.
of 1 ．In contrast，a classical mixture in which a pair of unentangled particles is generated with an equal probability of both being up or both being down will not violate Bell＇s inequality（Table 2）．${ }^{47}$

| Value | Detector 1 | Detector 2 | Result | $\begin{gathered} \text { Entangled } \\ (\|00>+\| 11>) / \sqrt{ } 2 \end{gathered}$ |  | Classical Mixture $1 / 2 \mid 00>$ and $1 / 2 \mid 11>$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | ｜00＞ | ｜11＞ | ｜00＞ | ｜11＞ |
| $S A M E_{A B}$ | A | B | 个个 | 1／8 | 0 | 1／8 | 0 |
|  | A | B | $\downarrow \downarrow$ | 0 | 1／8 | 0 | 1／8 |
| $S A M E_{A C}$ | A | C | 个个 | 1／8 | 0 | 1／8 | 0 |
|  | A | C | $\downarrow \downarrow$ | 0 | 1／8 | 0 | 1／8 |
| $S A M E_{B C}$ | B | C | 个个 | 1／32 | 3／32 | 1／32 | 9／32 |
|  | B | C | $\downarrow \downarrow$ | 3／32 | 1／32 | 9／32 | 1／32 |
|  |  |  | TOTAL | $3 / 4=0.75$ |  | $9 / 8=1.125$ |  |

TABLE 2：Comparing the results of a Bell test using entangled particles or a classical mixture．
The probability that the detects give the same result，either both＂up＂or both＂down，＂are computed．Only entangled states can violate the Bell inequality to be less than 1.

## Two－Qubit Entanglement Entropy

To generate the entangled qubits in a quantum computer，both are initialized in the $|0\rangle$ state．A Hadamard Gate is applied to the top qubit，which converts it into $|+\rangle=\frac{1}{\sqrt{2}}(|0\rangle+|1\rangle)$ ．Then，a CNOT gate is applied between the qubits，with the top qubit as the control and the bottom qubit as the target（figure 6a）．The action of the CNOT gate flips the target qubit if the control is in the $|1\rangle$ state，and otherwise does nothing．This yields the desired bell state $\left|\Phi^{+}\right\rangle=\frac{1}{\sqrt{2}}[|00\rangle+|11\rangle]$ ． In the two－qubit basis $\left[\begin{array}{c}|00\rangle \\ |01\rangle \\ |10\rangle \\ |11\rangle\end{array}\right]$ ，the bell state can be expressed as：

$$
\left|\Phi^{+}\right\rangle=\frac{1}{\sqrt{2}}\left[\begin{array}{l}
1  \tag{13}\\
0 \\
0 \\
1
\end{array}\right]
$$

The appendix shows the results creating and measuring an entangled bell state on real quantum computer．As a generalization of the Bell test，instead of applying a Hadamard Gate，we allow the
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FIGURE 6: Quantum Circuit in Qiskit. (a) Simple circuit for generating a Bell State (b) Generalized circuit for producing partially entangled states.
|0)


FIGURE 7: Bloch sphere representation of a single qubit.
input states to vary prior to applying the CNOT gate. This is accomplished using independently set $R_{y}$ gates for each qubit, as shown in figure $6 b$. The Ry gates rotate each qubit by $\theta$ (figure 7). Setting $\phi=0$ for both qubits, we get the input product state

$$
\begin{equation*}
\left|\psi_{A}\right\rangle \otimes\left|\psi_{B}\right\rangle=\cos \frac{\theta_{A}}{2} \cos \frac{\theta_{B}}{2}|00\rangle+\cos \frac{\theta_{A}}{2} \sin \frac{\theta_{B}}{2}|01\rangle+\sin \frac{\theta_{A}}{2} \cos \frac{\theta_{B}}{2}|10\rangle+\sin \frac{\theta_{A}}{2} \sin \frac{\theta_{B}}{2}|11\rangle \tag{14}
\end{equation*}
$$

The input state can be expressed as:

$$
\left|\psi_{A}\right\rangle \otimes\left|\psi_{B}\right\rangle=\left[\begin{array}{l}
\cos \frac{\theta_{A}}{2} \cos \frac{\theta_{B}}{2}  \tag{15}\\
\cos \frac{\theta_{A}}{2} \sin \frac{\theta_{B}}{2} \\
\sin \frac{\theta_{A}}{2} \cos \frac{\theta_{B}}{2} \\
\sin \frac{\theta_{A}}{2} \sin \frac{\theta_{B}}{2}
\end{array}\right]
$$

In the special case of $\theta_{A}=\frac{\pi}{2}$ and $\theta_{B}=0$, we will the original situation of the maximally entangled $\left|\Phi^{+}\right\rangle$output state. The effect of applying the CNOT gate is

$$
\left|\psi_{\text {out }}\right\rangle=\left[\begin{array}{llll}
1 & 0 & 0 & 0  \tag{16}\\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0
\end{array}\right]\left[\begin{array}{l}
\cos \frac{\theta_{A}}{2} \cos \frac{\theta_{B}}{2} \\
\cos \frac{\theta_{A}}{2} \sin \frac{\theta_{B}}{2} \\
\sin \frac{\theta_{A}}{2} \cos \frac{\theta_{B}}{2} \\
\sin \frac{\theta_{A}}{2} \sin \frac{\theta_{B}}{2}
\end{array}\right]=\left[\begin{array}{l}
\cos \frac{\theta_{A}}{2} \cos \frac{\theta_{B}}{2} \\
\cos \frac{\theta_{A}}{2} \sin \frac{\theta_{B}}{2} \\
\sin \frac{\theta_{A}}{2} \sin \frac{\theta_{B}}{2} \\
\sin \frac{\theta_{A}}{2} \cos \frac{\theta_{B}}{2}
\end{array}\right]
$$

The density matrix for the output state (figure 8) is:

$$
\rho=\left[\begin{array}{llll}
\cos ^{2} \frac{\theta_{A}}{2} \cos ^{2} \frac{\theta_{B}}{2} & \frac{1}{2} \cos ^{2} \frac{\theta_{A}}{2} \sin \theta_{B} & \frac{1}{4} \sin \theta_{A} \sin \theta_{B} & \frac{1}{2} \sin \theta_{A} \cos ^{2} \frac{\theta_{B}}{2}  \tag{17}\\
\frac{1}{2} \cos ^{2} \frac{\theta_{A}}{2} \sin \theta_{B} & \cos ^{2} \frac{\theta_{A}}{2} \sin ^{2} \frac{\theta_{B}}{2} & \frac{1}{2} \sin \theta_{A} \sin ^{2} \frac{\theta_{B}}{2} & \frac{1}{4} \sin \theta_{A} \sin \theta_{B} \\
\frac{1}{4} \sin \theta_{A} \sin \theta_{B} & \frac{1}{2} \sin \theta_{A} \sin ^{2} \frac{\theta_{B}}{2} & \sin ^{2} \frac{\theta_{A}}{2} \sin ^{2} \frac{\theta_{B}}{2} & \frac{1}{2} \sin ^{2} \frac{\theta_{A}}{2} \sin \theta_{B} \\
\frac{1}{2} \sin \theta_{A} \cos ^{2} \frac{\theta_{B}}{2} & \frac{1}{4} \sin \theta_{A} \sin \theta_{B} & \frac{1}{2} \sin ^{2} \frac{\theta_{A}}{2} \sin \theta_{B} & \sin ^{2} \frac{\theta_{A}}{2} \cos ^{2} \frac{\theta_{B}}{2}
\end{array}\right]
$$

The partial trace, $\mathrm{S}\left(\rho^{\mathrm{A}}\right)$, sums over all possible values of the second qubit. For a graphical representation of the partial trace operation, see figure 9.

$$
\rho^{A}=\left[\begin{array}{cc}
\cos ^{2} \frac{\theta_{A}}{2}\left(\cos ^{2} \frac{\theta_{B}}{2}+\sin ^{2} \frac{\theta_{B}}{2}\right) & 2\left(\frac{1}{4} \sin \theta_{A} \sin \theta_{B}\right)  \tag{18}\\
2\left(\frac{1}{4} \sin \theta_{A} \sin \theta_{B}\right) & \sin ^{2} \frac{2}{2}\left(\cos ^{2} \frac{\theta_{B}}{2}+\sin ^{2} \frac{\theta_{B}}{2}\right)
\end{array}\right]=\left[\begin{array}{cc}
\cos ^{2} \frac{\theta_{A}}{2} & \frac{1}{2} \sin \theta_{A} \sin \theta_{B} \\
\frac{1}{2} \sin \theta_{A} \sin \theta_{B} & \sin ^{2} \frac{\theta_{A}}{2}
\end{array}\right]
$$

Notice that in the partial trance for qubit $A$, the impact of $B$ only occurs in the antidiagonal entries. In the diagonal entries, which can be thought of as a classical probability distribution that can be observed using qubit A only, the state of qubit B cannot be determined.

$$
\rho^{B}=\left[\begin{array}{cc}
\cos ^{2} \frac{\theta_{A}}{2} \cos ^{2} \frac{\theta_{B}}{2}+\sin ^{2} \frac{\theta_{A}}{2} \sin ^{2} \frac{\theta_{B}}{2} & \frac{1}{2}\left(\cos ^{2} \frac{\theta_{A}}{2}+\sin ^{2} \frac{\theta_{A}}{2}\right) \sin \theta_{B}  \tag{19}\\
\frac{1}{2}\left(\cos ^{2} \frac{}{} \frac{A}{2}+\sin ^{2} \frac{\theta_{A}}{2}\right) \sin \theta_{B} & \cos ^{2} \frac{\theta_{A}}{2} \sin ^{2} \frac{\theta_{B}}{2}+\sin ^{2} \frac{\theta_{A}}{2} \cos ^{2} \frac{\theta_{B}}{2}
\end{array}\right]=\frac{1}{2}\left[\begin{array}{cc}
\left(1+\cos \theta_{A} \cos \theta_{B}\right) & \sin \theta_{B} \\
\sin \theta_{B} & \left(1-\cos \theta_{A} \cos \theta_{B}\right)
\end{array}\right]
$$

The van Neumann or Entanglement entropy can be found using the eigenvalues of either partial trace

$$
\begin{equation*}
\lambda_{ \pm}=\frac{1}{4}\left(2 \pm \sqrt{3+\cos 2 \theta_{A}-2 \cos 2 \theta_{B} \sin ^{2} \theta_{A}}\right) \tag{20}
\end{equation*}
$$

and then applying eq. 9:

The entanglement entropy is plotted graphically in figure 10, and the "map" of the resulting states is shown in figure 11. As seen in table 3, when the control bit is changed, seemingly in conflict with our expectations of the direction of causality, it is called Phase Kickback. ${ }^{48}$ The entropy of a joint entangled state can be less than the combined entropies of the individual wavefunctions because of the quantum correlations between them. Bell states are maximally entangled and represent 1 bit of entropy produced when measured. For example, the state $\left|\Phi^{+}\right\rangle=\frac{1}{\sqrt{2}}[|00\rangle+|11\rangle]$ had zero entropy as a pure state. But measuring one particle in isolation will give 0 or 1 with equal probability. It is only after comparing the results of measuring both particles that you will find that they both give the same result when measured in the standard basis.

| INPUT |  |  |  | OUTPUT <br> States | NOTE |
| :---: | :---: | :---: | :---: | :---: | :---: |
| States |  | ANGLES |  |  |  |
| A | B | $\theta_{\text {A }}$ | $\theta_{\text {B }}$ | A B |  |
| STANDARD BASIS - NOT ENTANGED |  |  |  |  |  |
| \|0> | \|0> | 0 | 0 | $\|0\rangle \quad\|0\rangle$ | No change |
| \|0> | \|1) | 0 | $\pi$ | $\|0\rangle \quad\|1\rangle$ | No change |
| \|1) | $\|0\rangle$ | $\pi$ | 0 | $\|1\rangle \quad\|1\rangle$ |  |
| \|1) | \|1) | $\pi$ | $\pi$ | \|1) |0\% |  |
| HADAMARD BASIS - NOT ENTANGED |  |  |  |  |  |
| $1+\rangle$ |  | $\pi / 2$ | $\pi / 2$ | $1+\rangle \quad\|+\rangle$ | No change |
| $1+\rangle$ |  | $\pi / 2$ | $3 \pi / 2$ | $1-\rangle \quad\|-\rangle$ | PHASE KICKBACK! |
| $1-\rangle$ |  | $3 \pi / 2$ | $\pi / 2$ | $1-\rangle \quad\|+\rangle$ | No change |
| \|-> | \|-> | $3 \pi / 2$ | $3 \pi / 2$ |  | PHASE KICKBACK! |
| BELL STATES - MAXIMALLY ENTANGLED |  |  |  |  |  |
| \|+> | $\|0\rangle$ | $\pi / 2$ | 0 | $\|00\rangle+\|11\rangle$ | Bell State: B+ |
| $1+\rangle$ | \|1) | $\pi / 2$ | $\pi$ | $\|01\rangle+\|10\rangle$ | Bell State: D+ |
| 1-> | $\|0\rangle$ | $3 \pi / 2$ | 0 | $\|00\rangle-\|11\rangle$ | Bell State: B- |
| \|-> | \|1) | $3 \pi / 2$ | $\pi$ | $-\|01\rangle+\|10\rangle$ | Bell State: D- |

TABLE 3: Result generalized Bell experiment. $A$ is the "control" qubit and $B$ is the "target" qubit of the CNOT gate. Entangled states cannot be written as direct product of single-qubit states.

## See figure 11.

However, entanglement does not guarantee that a particular Bell inequality will be violated. ${ }^{49}$ The degree of Bell violation is shown in figure 12. Even states that are partially entangled can give values that do not exceed the Bell limit.

## 3D-Printed Density Matrix

The density matrix for the maximally mixed state is shown in figure 13. A partially entangled state using $\theta_{A}=x x x$ and $\theta_{B}=x x x$ (Metro29) is shown in figure 14. The height represents the magnitude, and the arrows/color represents the phase.

## Probability Density of Anisotropic Harmonic Oscillator

Figure 15 is simultaneously a physical representation of data, as well as an exploration of the extent and limitations of human knowledge. This piece shows the evolution of the probability density over time for a particular case: a particle rolling in an oval bowl, also known as an anisotropic 2D harmonic oscillator. The height of each figure represents the probability density the chance that the particle will be found that that $x$ and $y$ position - for a single moment in time. This particle will slosh around the bowl in a state of indeterminate bliss until someone peers in, at which point it will snap into a particular definite position.

The Hamiltonian, which represents the total energy of the particle, can be written in $x-y$ coordinates as:

$$
\begin{equation*}
H(x, y)=\frac{p^{2}}{2 m}+\frac{1}{2} m \omega_{x}^{2} x^{2}+\frac{1}{2} m \omega_{y}^{2} y^{2} \tag{22}
\end{equation*}
$$

Where $p$ is the momentum of the particle $\left(p^{2}=p_{x}{ }^{2}+p_{y}{ }^{2}\right), m$ is its mass, and $\omega_{x}$ and $\omega_{y}$ are the natural angular frequencies in the $x$ and $y$ directions, respectively. The Hamiltonian is separable, so the stationary state wavefunction solutions are the direct products of the 1D Harmonic oscillator functions:

$$
\begin{equation*}
\psi_{n_{x}, n_{y}}(x, y)=\frac{1}{\sqrt{2^{n \pi} n_{x}}}\left(\frac{m \omega_{x}}{\pi \hbar}\right)^{1 / 4} e^{-m \omega_{x} x^{2} / 2 \hbar} H_{n_{x}}\left[\sqrt{\frac{m \omega_{x}}{\hbar}} x\right] \frac{1}{\frac{1}{2^{n n_{y}} n_{y}!}}\left(\frac{m \omega_{y}}{n \hbar}\right)^{1 / 4} e^{-m \omega_{y} y^{2} / 2 \hbar} H_{n_{y}}\left[\sqrt{\frac{m \omega_{y}}{\hbar}} y\right] \tag{23}
\end{equation*}
$$

When $n_{x}$ and $n_{y}$ determine the quanta in each direction.
The associated energy of each state is:
（a）

## ＜00｜〈01｜〈10｜〈11｜

$\rho_{00,00} \rho_{00,01}$
$\rho_{00,10} \rho_{00,11}$
$|00\rangle$
$\rho_{01,00} \rho_{01,01}$
$\rho_{01,10} \rho_{01,11}$
$\rho_{10,00} \rho_{10,01}$
$\rho_{10,10} \rho_{10,11}$
01 $\rangle$
$|10\rangle$
$\rho_{11,00} \rho_{11,01}$
$\rho_{11,10}$
$\rho_{11,11}$


FIGURE 8：（a）Density matrix for a pair of entangled particles expressed in the two－qubit basis $\{|00>,|01>,|10>| 11>$,$\} where the first value is qubit A$ and the second value is qubit B．（b）Representation of the computation of the partial traces $\rho A$ and $\rho B$ ．Observables related with local measurements of qubit $A$ average over the possible values of qubit $B$ ，and vice versa．The diagonal matrix elements appear in both partial traces，while the antidiagonal entries［yellow xs］，which represent purely quantum mechanical bipartite correlation cross－terms，are not measurable by any one single－ particle observation．
(a)

(b)


FIGURE 9: Graphically representation of forming the partial traces. The observables of one qubit in isolation can be found by "tracing over" and summing the outcomes of the other.


FIGURE 10: Entanglement entropy 3D representation.


FIGURE 11: Map of entanglement entropy. The red dots represent examples of unentangled states.
(a)

(b) 0


0
$\pi / 2$
$\pi$
$\begin{array}{rrrrrrr}0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0.034 & 0 \\ 0 & 0 & 0 & 0 & 0.164 & 0.17 & 0.158 \\ 0 & 0 & 0 & 0.184 & 0.386 & 0.464 & 0.472 \\ 0 & 0 & 0.166 & 0.402 & 0.482 & 0.528 & 0.668 \\ 0 & 0.012 & 0.208 & 0.504 & 0.688 & 0.69 & 0.77 \\ 0 & 0.16 & 0.38 & 0.58 & 0.724 & 0.838 & 0.888 \\ 0 & 0.216 & 0.388 & 0.556 & 0.688 & 0.776 & 0.844 \\ 0 & 0.088 & 0.43 & 0.55 & 0.752 & 0.682 & 0.77 \\ 0 & 0.178 & 0.248 & 0.404 & 0.594 & 0.592 & 0.672 \\ 0 & 0 & 0.042 & 0.256 & 0.516 & 0.468 & 0.486 \\ 0 & 0 & 0.014 & 0.058 & 0.216 & 0.27 & 0.32 \\ 0 & 0 & 0 & 0 & 0.03 & 0.078 & 0.036 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0\end{array}$
$3 \pi / 2$

FIGURE 12: (a) Degree of Bell violation. Some partially entangled states do not exceed the Bell limit. (b) Entangled states that violate bell's inequality.


FIGURE 13: Density matrix representation of maximally uncertain two-qubit state.


FIGURE 14: Example Density matrix (a) Computer representation and (b) 3D-Printed model. The height shows the magnitude, which the direction of the arrow pointer and color denote the phase.

$$
\begin{equation*}
E_{n_{x}, n_{y}}=\hbar \omega_{x}\left(n_{x}+\frac{1}{2}\right)+\hbar \omega_{y}\left(n_{y}+\frac{1}{2}\right) \tag{24}
\end{equation*}
$$

So, the complete wavefunction is a linear combination of these states, in which the phases associated with each evolve according to $H|\psi\rangle=i \hbar \frac{\partial}{\partial t}|\psi\rangle$

$$
\begin{equation*}
\Phi(x, y)=\frac{\sum_{n_{x}, n_{y}} C_{n_{x}, n_{y}} \psi_{n_{x}, n_{y}}(x, y) e^{\theta_{n}, n_{y}-i E_{n_{x}, n_{y}} t / \hbar}}{\sqrt{\sum_{n_{x}, n_{y}} c_{n_{x}, n_{y}}^{2}}} \tag{25}
\end{equation*}
$$

The probability density is the square of the wavefunction

$$
\begin{equation*}
\mathrm{P}(\mathrm{x}, \mathrm{y})=|\Phi(x, y)|^{2} \tag{26}
\end{equation*}
$$

In this model, the initial conditions were:
$C_{00}=1 \theta_{00}=0 ; C_{12}=1 \theta_{00}=\pi / 2 ; C_{21}=1 \theta_{00}=-\pi / 2$
In a classical harmonic oscillator, the energy associated with each normal mode remains constant over time. In this quantum harmonic oscillator, it is similar in that the states do not mix.

## Conclusion

As quantum computers transition from the laboratory to commercial applications, educating the workforce ${ }^{50}$ needed to enable this revolution will need new pedagogical visualization tools, which can include 3D printing. The goal should be not just to convey an abstract collection of information, but rather to help guide students along the journey towards a deeply understood worldview that reflects the spirit ${ }^{51}$ the new ways of thinking required by quantum mechanics. The work shows the value of 3D representations for this and other hard to imagine concepts.

(b)


FIGURE 15: Time evolution of single particle probability density in an anharmonic oscillator.
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## Appendix: Real Quantum Computer

- 

```
#BELL
# quantum circuit to make a Bell state
bell = QuantumCircuit(2, 2)
bell.h(0)
bell.cx(0, 1)
meas = QuantumCircuit(2, 2)
meas.measure([0,1], [0,1])
circ = bell + meas
circ.draw(output='mpl')
```

[


Python Code for quantum circuit using Qiskit software development kit

IBMQ Jobs

[ ] \#IBM Quantum Computer

```
result = execute(circ, device, shots=8000).result()
```

[ ] counts = result.get_counts(circ)
print(counts)
\{'00': 3860, '01': 230, '10': 530, '11': 3380\}
(D) fixed_count= $\}$
all_keys=['00', '01', '10', '11']
for key in all_keys:
if key in counts.keys(): fixed_count[key]=counts[key]
else:
fixed_count[key]=0

## Results of 8000 trials



Graphical representation of results

Jobs $/$
60738d094ee21e70a7b01dcf

Edit Tags

Details
20.5s
rotal completion time
ibmq_quito
Syslem

Sent from
Created on
Sent to queue
Provider
Run mode
\# of shots
\# of circuits
$\qquad$

Status Timeline
Created: Apr 11, 2021 7:58 PM

- Transpiling
- Validating: 677ms
- In queue: 10 s
( Running: 9.2 s
approx. time in system 8.7s
(6) Completed: Apr 11, 2021 7:58 PM


Circuit

Diagram lon Qasm 团 Qiskit


## Results shown using IBM Quantum Lab online interface

