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The Impact of Damage Caps
on Malpractice Claims:
Randomization Inference with
Difference-in-Differences
John J. Donohue III and Daniel E. Ho*

We use differences-in-differences (DID) to assess the impact of damage caps
on medical malpractice claims for states adopting caps between 1991–2004.
We find that conventional DID estimators exhibit acute model sensitivity. As
a solution, we offer (nonparametric) covariance-adjusted randomization
inference, which incorporates information about cap adoption more
directly and reduces model sensitivity. We find no evidence that caps affect
the number of malpractice claims against physicians.

I. Introduction

Compared to the average OECD country, the United States has fewer per-
capita doctors, nurses, and hospital beds, but ends up spending vastly more
for medical services. In 2002, U.S. health expenditures per capita were
$1,821–5,267 more than the next highest spending country (Switzerland)
and $3,074 more than the median OECD country (Anderson et al. 2005).
Unfortunately, it is not clear that substantially greater U.S. spending is
buying better experiences with the health-care system (with the exception of
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shorter waits for nonurgent surgery) or better overall health outcomes
(within the OECD, the United States is in the bottom quartile of population
health indicators, such as life expectancy and infant mortality (Hussey et al.
2004)).

The combination of high expense and (seemingly) low quality results
has encouraged the search for the presence of substantial avoidable burdens
on the heath-care system. An effective lobbying campaign has led many
Americans to identify the U.S. tort system as a major component of this
problem, and the resulting legislative response in many states has been to
cap damages on medical malpractice awards as a means of reducing these
perceived unproductive costs. But the simple equation of high malpractice
costs and high overall health spending is misleading. While it is true that the
direct expenses of malpractice litigation and insurance are higher in the
United States than in other countries, these direct expenses are only a small
part of overall health spending and thus do not explain the higher American
per-capita health costs. Specifically, the total costs to health providers of U.S.
malpractice claims—including awards and legal and insurance costs—has
been estimated at $6.5 billion in 2001, which was only 0.46 percent of total
U.S. health spending (Anderson et al. 2005).1 Even if medical malpractice
caps can lower these overall legal and insurance expenditures, they cannot
play a very substantial role in explaining the substantially greater costs of the
U.S. health-care system.

A series of papers by Kessler and McClellan (1996, 2002), however,
makes the case that the pernicious impact of the tort system goes beyond the
relatively small direct expenditures related to medical malpractice. Instead,
they argue, efforts by health-care professionals to avoid liability by engaging
in defensive medicine impose large costs on the overall U.S. health system.
Specifically, Kessler and McClellan (1996) find that the costs of treating
Medicare patients hospitalized for acute myocardial infarction or ischemic
heart disease was lower (with no sacrifice in outcomes) in states with certain
types of tort reform. Extrapolating from these results, one study has found
that health-care costs could be reduced by 5–9 percent if national malprac-
tice tort reform were adopted following California’s scheme of imposing a
$250,000 limit on noneconomic damages in malpractice cases (U.S. Depart-
ment of Health and Human Services 2003). In other words, according to this

1In contrast, the comparable medical malpractice expenses in Canada come to only 0.27
percent of total Canadian heath spending.
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HHS study, the lower-bound estimate of the cost of defensive medicine that
could be avoided by a fairly stringent damage cap is an order of magnitude
greater than the direct costs of medical malpractice litigation.2

Of course, we must be careful not to forget that the issue of medical
malpractice involves not only the costs of awards, insurance, tort litigation,
and any defensive medicine that the liability system encourages, but also the
costs of the malpractice itself, which is high. Indeed, it has been estimated
that perhaps 100,000 or more individuals die from medical error every year,
and many more are seriously injured. The costs of these injuries are difficult
to estimate but the 5–9 percent figure that was offered above for the poten-
tially avoidable percentage of the overall U.S. health bill resulting from
defensive medicine is roughly in the right ball park and, if anything, may be
too low. Thus, even if the costs of malpractice litigation and defensive
medicine are reduced by damage caps, one must also consider whether the
price for this reduction is more costly malpractice. To gain some purchase
on some of these competing considerations, we look at medical malpractice
claims using a national database.

II. The Theoretical Ambiguity
of Malpractice Caps

Whether medical malpractice caps have any appreciable impact on the
number of claims brought against physicians presents an unsolved puzzle.
Theory fails to provide strong predictions because legislatively-imposed
damage caps may generate conflicting effects on physicians and patients.
Curtailing the damages that can be paid by doctors deemed to have com-
mitted malpractice (arguably) decreases the level of care taken by physicians,
thereby potentially increasing medical malpractice claims. At the same time,
the presence of such damage caps simultaneously decreases the value of
potential claims for an injured patient, thereby decreasing the chance that
medical malpractice suits are ever brought.

2The Kessler and McClellan and HHS studies have not gone unchallenged. The Congressional
Budget Office (CBO) did not find similar results of ostensibly defensive medicine for illnesses
beyond the two that Kessler and McClellan employed (Beider & Hagen 2004). Dubay et al.
(1999) found that tort reform had a much smaller effect on the percentage of births by cesarean
section. In general, the CBO was less convinced by the claimed benefits of tort reform and
concluded that “savings from defensive medicine would be small” in the wake of tort reform.
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This theoretical ambiguity has not yet been resolved by the develop-
ment of a consistent story in the empirical research. Although careful scru-
tiny of hospital records has provided solid accounts of the underlying
incidence of malpractice (Brennan et al. 1991), such studies have not clari-
fied the impact of actual tort reforms because of minimal variation in liability
regimes. Hospital records studies often measure “malpractice pressure” by
the number of malpractice claims (e.g., Tussing & Wojtoqycz 1992; Baldwin
et al. 1995; Localio et al. 1991; Dhankhar et al. 2005), but without evidence
of the impact of tort reform on the number of malpractice claims brought,
such correlations provide little information about the direct policies of
interest.

The direct study of the full array of “tort reforms,” including damage
caps, has been challenging because of lack of systematic data across jurisdic-
tions and relatively small variation in liability regimes. Some detailed studies
have been possible in the few states, such as Florida and Texas, that have
mandated disclosure of all physician reports. For example, Vidmar et al.
(2005) study 31,521 Florida malpractice claims closed between 1990 and
2003 and find no difference in the per-capita (per-doctor) claim frequency
between the 1990–1993 and the 2000–2003 periods. Studying Texas from
1988–2002, Black et al. (2005) also find that after adjusting for population
growth, the number of closed claims were stable between 1990 and 2002.
However, when adjusting for the numbers of doctors or the growth in real
health-care spending, the number of paid claims and the number of large
paid claims actually declined. For example, paid claims declined from 6.4
per 100 doctors per year in 1990–1992 to 4.6 per 100 doctors per year in
2000–2002.

Yoon (2001) exploits the introduction of damage caps in Alabama in
1987 and the subsequent Alabama Supreme Court decision nullifying these
caps to perform a difference-in-difference analysis for the years 1987 to 1999
with Arkansas, Mississippi, and Tennessee as the control group. Yoon finds
that the average payment for a medical malpractice claim in Alabama was
roughly $20,000 lower when the damage caps were in effect.

A number of studies have examined statewide variation over time (e.g.,
Sharkey 2005; Viscusi & Born 1995; Shepherd & Rubin 2005), with some
finding little effect of damage caps and others finding dramatic effects,
either on insurance company profits or on lives saved. For example, using
three years of data (1992, 1996, and 2001), Sharkey (2005) creates a data set
of 557 jury cases in which the plaintiff received compensatory damages.
Using regression analysis with an indicator for noneconomic damage caps,
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Sharkey finds that such caps have no statistically significant effect on the size
of overall compensatory damages, as reflected in either jury verdicts or final
judgments.

Viscusi and Born (1995) examine the effects of medical malpractice
liability reforms in the period 1985–1987 on the overall insurance market. In
particular, the study uses annual firm-level data per state for the years 1984–
1991 to examine the impact of damage caps on the ratio of losses to premi-
ums (loss ratio). Using an autoregressive OLS model with ln(loss ratio) as
the dependent variable, Viscusi and Born find that damage caps decreased
the loss ratio by an average of 13–25 percent.

Shepherd and Rubin (2005) reach the provocative conclusion “that
caps on noneconomic damages, caps on punitive damages, a higher evi-
dence standard for punitive damages, product liability reform, and prejudg-
ment interest reform lead to fewer accidental deaths, while reforms to the
collateral source rule lead to increased deaths. Overall, the tort reforms in
the states between 1981–2000 have led to an estimated 14,222 fewer acciden-
tal deaths.”

Kessler and McClellan (1996), using difference-in-differences on state-
year data, find that damage caps reduced expenditures without substantial
effects on medical outcomes for Medicare beneficiaries treated for heart
disease. Estimating the impact on litigation, Kessler and McClellan (2002)
find that tort reforms reduce the probability of a physician facing a malprac-
tice claim by about 1.4 percent. Conversely, Klick and Stratmann (2003) find
that malpractice reforms lowered physician levels of care as measured by
infant mortality. Studying earlier tort reform efforts from the mid-1970s,
Zuckerman et al. (1990) find no impact of caps on the frequency of litigation.

In this article, we investigate whether there is any evidence that caps
affect the number of malpractice claims using a new data set of states
adopting noneconomic or punitive damage caps from 1991–2004. In par-
ticular, we focus on seven “treatment” states that adopt damage caps and 11
“control” states without any caps during our observation period. As a pre-
liminary cut, we use a standard difference-in-differences (DID) estimation
strategy that capitalizes on changes between preadoption and postadoption
claim rates in the seven adopting states compared to time trends in the 11
control states. Because we seek to explain the number of filed claims, we
implement this DID estimation using an overdispersed Poisson (count data)
model.

Our findings, however, provide a stark reminder of the fragility of
conventional DID approaches. Model sensitivity is acute due to systematic
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preexisting differences between treatment and control states. Introducing
an arbitrary transformation of covariates (e.g., a polynomial term) using the
same sample, we can reverse a statistically significant effect of caps. Even
worse, as a clear diagnostic of the sensitivity of DID, when we randomly assign
damage caps across states, we observe rejection rates of the null hypothesis of
no effect of 50 percent across a range of specifications at a 0.1 level.

To remedy this, we nest a DID estimator within (nonparametric) ran-
domization inference, demonstrating that model sensitivity is drastically
reduced once we incorporate more information about the treatment assign-
ment mechanism. Substantively, we conclude that there is yet no evidence
that caps had any effect on claims. Methodologically, we conclude that
extensions of randomization inference bear much promise as “reasoned
basis of inference” for policy evaluation (Imbens & Rosenbaum 2005;
Rosenbaum 2002b; Fisher 1935).

III. Data

In this section, we first discuss measurement of cap adoption and concordant
sample selection. To account for unobserved time-invariant heterogeneity
between states, we focus on states adopting caps from 1991–2004. We then
discuss our source for nationwide malpractice claims and covariate selection.

A. Treatment and Sample Selection

A number of articles describe the date of adoption and general nature of
state malpractice damage caps (e.g., Weiss et al. 2003), but we found extant
sources to be somewhat unreliable. To remedy this, we independently sur-
veyed state malpractice statutes to collect information about whether and
when states adopted three types of caps over the period 1991–2004: (1)
economic damage caps, which limit the amount of money that plaintiffs can
recover as economic compensation primarily for lost wages and medical
expenses; (2) noneconomic damages caps, which limit the amount of money
that plaintiffs can recover for pain and suffering; and (3) punitive damage
caps, which limit the amount that a jury may award to deter and punish
egregious conduct.

Over our sample period, no states adopted economic damage caps, but
several adopted punitive and/or noneconomic caps. Table 1 summarizes
our findings concerning the adoption of caps from 1991–2004. Michigan,
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Mississippi, Montana, and Oklahoma adopted noneconomic caps, limiting
recovery from $250,000 to $500,000 each.3 Arkansas, New Jersey, North
Carolina, and Oklahoma adopted punitive damage caps, ranging from
$100,000 to some multiple of compensatory damages. We exclude from our
treatment (and control) groups three states that experimented with caps for
a small number of years, primarily because of the difficultly of coding exactly

3Michigan actually enacted a form of a noneconomic cap in 1983. Ten years later, however,
Michigan amended the preexisting cap to eliminate a large number of exceptions, applicable,
inter alia, to death, intentional tort, injury to the reproductive system, and loss of a vital bodily
function. See Mich. Comp. Laws Ann. § 600.1483. The 1993 statute thereby, for the first time,
set a manadatory cap of $250,000, with a $500,000 cap applicable to total permanent functional
loss of a limb caused by injury to the brain or spinal cord, permanent impairment to cognitive
capacity, and permanent loss to a reproductive organ. Consistent with Zeiler (2004) and
McCullough et al. (http://www.mcandl.com/michigan.html), we thereby code Michigan as
enacting a cap in 1993.

Table 1: Summary of Treatment Classification from 1991–2004

Noneconomic Damage Caps

State Adopted (Effective) Amount

MI 1993 (Apr. 1, 1994) 280,000 (500,000 for severe exceptions)
MS 2003 (Jan. 1) 500,000
MT 1995 (Oct. 1) 250,000
OK 2003 (July 1) 300,000

Punitive Damage Caps

State Adopted (Effective) Amount

AR 2003 (Mar. 25) Greater of 250,000 or 3 ¥ compensatory damages
that are limited to 1,000,000

NJ 1995 (Oct. 27) Greater of 350,000 or 5 ¥ compensatory damages
NC 1996 (Jan. 1) Greater of 250,000 or 3 ¥ compensatory damages
OK 1995 (Aug. 25) Greater of 100,000 or actual damages for

recklessness; 500,000 or 2 ¥ actual damages for
intentional tort

Note: We exclude states that had any caps prior to observation period. Michigan is coded as
adopting a cap in 1993 despite a preexisting cap that was not mandatory for all torts. Note that
Oklahoma adopts both noneconomic and punitive damage caps in the observation period.
Sources: Mich. Comp. Laws Ann. § 600.1483; Miss. Code Ann. § 11-1-60; Mont. Code Ann.
§ 25-9-411; 63 Okl. St. Ann. § 1-1708.1F; Ar. Code Ann. § 16-55-208; N.J. Stat. Ann. § 2A:15-514;
N.C. Gen. Stat. Ann. § 1D-25; 23 Okl. St. Ann. § 9.1.
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when the treatment was effective.4 Table 1 also demonstrates that most caps
did not take effect until at least several months after the passage of the
formal legislation. As a result, we code state-years as “treated” beginning in
the year subsequent to adoption. For example, while Michigan adopted a
(mandatory) cap in 1993, the act was not to be effective until April 1, 1994;
we hence code Michigan’s cap as being effective in 1994. The reasonableness
of this coding depends in part on when we expect caps to affect physician
and patient behavior. We also investigated sensitivity to excluding the year of
adoption or effectiveness, and lagging treatment an additional year, with no
substantive changes in our results.

Since noneconomic and punitive caps serve, at least in part, different
functions (compensatory or deterrent), we might expect that they have
differing impacts on claims rates. Yet we found no substantive differences
whether we pooled across both types of damage caps or conducted separate
analyses for the two types of caps. Consequently, we report pooled results
only, thereby defining the treatment to be the enactment of any cap. Of
course, model sensitivity may itself arise from the decision of whether to pool
or not. One way to address these pooling assumptions is to fit a multilevel
model (see generally Gelman & Hill 2007; Raudenbush & Bryk 2002), a
worthwhile approach, but one we do not explore further here.

For control states, we found 11 states that had no caps from 1991–2004
(Arizona, Connecticut, Delaware, Kentucky, Maine, Minesota, New York,
Rhode Island, Tennesseee, Vermont, and Washington). Figure 1 plots our
treatment and control states in grey and black, respectively. The map intu-
itively suggests a key characteristic that will later become evident in our data
set: systematic differences exist between treatment and control states. A large
proportion of control states are from the northeast, with the exception of
New Jersey, which adopted a punitive damage cap in 1995. Moreover, a large
proportion of states (in white) already had enacted damage caps prior to our
observation period. The map also underscores that we limit our investigation
to in-sample inferences, namely, the effect on the seven states adopting caps
from 1991–2004. Estimating the effect of damage caps of all U.S. states may
lead to substantial extrapolation—for example, we observe no large states
(such as California, Florida, or Pennsylvania) adopting caps from 1991–

4Ohio adopted a noneconomic damage cap from 1997–1998, and a punitive damage cap from
1996–1998; Oregon adopted a noneconomic damage cap from 1991–1998; Illinois adopted a
noneconomic damage cap from 1995–1997.
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2004, thereby potentially making out-of-sample inference unreliable (King &
Zeng 2006).

B. Outcomes

Our outcome information comes from the National Practitioner Databank
(NPDB), which came into existence with the Health Care Quality Improve-
ment Act of 1986, 42 U.S.C. § 11101, mandating all payments of malpractice
claims to be reported to the NPDB. As originally intended, the NPDB data
bank would be available to state licensing boards, hospitals, and other pro-
fessional organizations to enable monitoring of physicians in a system of
“peer review.” By querying the NPDB, health-care entities would be able to
prevent incompetent physicians from moving across jurisdictions without
full disclosure of prior adverse medical practice. One of the consequences
has been the most complete statewide data set on medical malpractice
compiled to date, making it ideal for our study. By 2005, the NPDB con-
tained more than 370,000 records of claims.

We use the public version of the NPDB, containing all disclosable
reports from September 1, 1990, to March 31, 2005. Since the treatment of
interest (the enactment of a damage cap) is assigned at the state-year level,
we aggregate the NPDB at the state-year level to create a data set of counts of
claims for each state-year (Moulton 1990).5 We exclude (1) claims filed in

5Moulton has emphasized a key insight often lost in the literature: the unit of assignment drives
the power of causal inference. For example, even though NPDB contains claim-level data, the

Figure 1: Map of states in sample.

Note: Grey indicates states adopting caps from 1991–2004; black indicates states with no caps
in place; and white indicates states with caps existing before observation period.
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1990 and 2005 from our analysis, as these years present incomplete state-year
observations, and (2) claims not directly resulting in malpractice payments
(e.g., licensure, membership, and drug enforcement actions). We aggregate
using the physician’s work state, and the home state when work state is not
reported.6 We exclude claims for physicians for whom no working or home
state information is observed.

The NPDB is designed to provide comprehensive coverage, but it also
has limitations that create challenges for our effort to identify the appli-
cable liability regime governing particular claims. Specifically, for roughly
27 percent of NPDB observations, the year of the act or omission is missing
or contains certain obvious coding errors (e.g., the year 3999). Fortunately,
the NPDB contains more complete information about the year that a
record is entered into the database because a malpractice report is man-
dated by law to be filed within 30 days of any payment. As a result, this
field serves as “a reasonable substitute for the year of [j]udgment or
[s]ettlement,”7 which were optional fields in the early years of NPDB data
collection. Excluding years clearly outside the coverage of NPDB (e.g.,
years after 2006), the correlation between the year of the act or omission
and the year the data enter the database is also quite high, with a corre-
lation coefficient of 0.80. While an alternative, albeit more complicated,
approach would be to build a model for imputing missing data (Little &
Rubin 2002), we instead simply use the fully observed “year of entry” as a
reasonable substitute. To the degree that a claim is coded as being subject
to a cap when it actually was not due to lag time between the alleged
malpractice and ensuing payment, our inferences are likely to be biased
toward zero.

relevant unit of randomization when it comes to tort reform is at the state-year; ignoring this is
to risk serious Type 1 error.

6NPDB Public Use Data File at 9 (Mar. 31, 2005). Because the NPDB also collects information
about claim allegation, we also investigated aggregating by subspecialty. On the assumption that
some specialties are disparately affected by damage caps, data by state-year specialty may enable
researchers to identify effects. However, the claim allegation groups are quite coarse, and do not
necessarily represent distinct physician specialties. The categories include, for example,
whether a claim is related to diagnosis, anesthesia, surgery, medication, IV & blood products, or
obstetrics. Model sensitivity appeared to drive results in models accounting for subspecialty,
similar to the results we present below.

7NPDB Public Use Data File at 6 (Mar. 31, 2005).

78 Donohue and Ho



Other weaknesses of the NPDB are well known (see Helland et al. 2005;
Chandra et al. 2005). Duplicate records from multiple payments for a single
incident of malpractice exist, payments from corporate entities are excluded
from NPDB’s coverage, and covariate information on each claim is sparse
and/or inconsistent across records. Each of these issues presents potential
measurement error, but may well be independent from the adoption of the
cap.

Figure 2 presents a quantile-quantile (Q-Q) plot for pretreatment
claims in adopting states and all claims for control states.8 The grey box

8Because there is not much of a sample-wide time trend, plotting quantiles of pretreatment claims
in adopting states and all claims in control states does not make much of a difference compared
to plotting year-specific QQ plots.

Figure 2: Quantile-quantile plot of pretreatment claims in seven states adopt-
ing a cap between 1991–2004 and all claims in 11 states without any cap.
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denotes the range of pretreatment claims for adopting states. The figure
illustrates substantial imbalance in pretreatment claims: most noticeably,
New York’s claim rates, ranging from 2,032 in 1995 to 2,692 in 2001, are far
above the highest claims rates of adopting states. Of the adopting states, only
Michigan comes close, with some 1,150 claims in 1993. Half of all observa-
tions fall within the range of 70 to 300 claims. This foreshadows the degree
of model sensitivity we detect later (even when excluding New York):
because one of the major determinants of the number of claims is state
population size, estimates will prove to be highly sensitive to how one con-
trols for population.

Figure 3 plots claim rates for all states in the sample. Claims are logged
to facilitate comparison across states. The first seven panels present adopting
states, with the grey bands indicating postadoption periods. Michigan’s time
series provides suggestive evidence that the cap (effective in 1994) is associ-
ated with an overall drop in claims: before 1995, Michigan had more than
1,000 claims in every year (6.9 on the log scale), ranging from 1,015 in 1993
to 1,303 in 1994, but claims dropped to below 1,000 for every subsequent
year after 1995, ranging from 630 in 2004 to 929 in 2001. Other adopting
states, however, do not exhibit claim rate changes nearly as sharp as
Michigan’s. The panels also exhibit no clear time trend, which is confirmed

Figure 3: Claims over time.
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by the lack of a systematic pattern when controlling for year fixed effects or
simply the year in an overdispersed Poisson model with state fixed effects.
The NPDB claims data exhibit relatively sharp fluctuations in claim rates
(e.g., New Jersey in 2001 and Montana in 1999), which may represent
measurement error in claim rates.

C. Pretreatment Covariates and Balance

For pretreatment covariates, we collected basic state-year information from
the U.S. Statistical Abstract (unemployment rate, income converted to 2004
dollars total, population per square mile of land (density), and percent
male) and the U.S. Census (population). Each of these covariates varies by
year. For illustrative purposes, we limit ourselves to these five pretreatment
covariates.9

Table 2 presents balance statistics of these covariates, both for the
full sample and a sample excluding New York entirely. We compare
adopting and nonadopting states not treated and control state-years.
An alternative would be to test balance by the same randomization test that
we outline below, thereby testing both cross-sectional and time-series
balance.

9In Table 3, we additionally investigate sensitivity to physicians per capita.

Table 2: Covariate Balance for States Adopting Caps and States
Without Caps

Mean
Treated SE

All 18 States Excluding NY

Mean
Controls SE p Value

Mean
Controls SE p Value

Unemployment
rate

5.51 1.25 5.25 1.31 0.11 5.15 1.29 0.03

Income
(2004 $10,000)

2.73 0.56 3.06 0.51 0.00 3.01 0.51 0.00

Population
(millions)

5.01 3.20 4.54 4.81 0.35 3.14 1.96 0.00

Density 227.37 363.50 269.33 299.35 0.34 257.09 311.39 0.51
Male 0.49 0.01 0.49 0.01 0.36 0.49 0.01 0.07

Note: SE indicates standard error. p value reported from a simple t test on the raw marginal
distribution of covariate. N = 252.
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Despite the sharp claim rate imbalance depicted in Figure 2, simple
balance statistics for the full sample (paradoxically) appear reasonable.
Adopting states had an average unemployment rate of roughly 5.5 percent,
compared to roughly 5.3 percent in control states (p value = 0.11). Even
population differences appear close enough to render the two groups of
states comparable—adopting states have populations of roughly 5 million
and control states have populations of roughly 4.5 million, with standard
errors of 3.2 and 4.8, respectively. With an asymptotic means test we detect
systematic differences only for income, estimating that control states have an
income over $3,300 higher than adopting states. The three last columns of
Table 2 show, however, that once we exclude New York, differences appear
more substantial. One telling sign is that the standard errors for population
are reduced by over 50 percent, leading to a p value less than 0.00.

To visualize the imbalance more clearly, especially compared to the
simple t test, Figure 4 plots Q-Q plots for each of the five covariates on the
full sample. Perfect balance would lead to alignment with the 45-degree line
in each panel. The middle panel illustrates the imbalance in population:
similar to the claim rate Q-Q plot, New York is the clear outlier, with a
population of roughly 18–19 million. At most quantiles, nonadopting states
have higher incomes and lower unemployment rates. These sample imbal-
ances, especially areas of nonoverlapping support, indicate that estimates
may be sensitive to distributional assumptions. For example, Figure 5 plots
logged population on the x-axis against logged claims on the y-axis. This
figure illustrates that while the cross-state correlation between population
and claims is clearly positive, (1) the functional form may not be linear, (2)
there is substantial interpolation, and (3) intra-state correlation may vary
substantially. This suggests that models may be sensitive to adjustments for
population.

Figure 4: Covariate Q-Q plots.
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IV. Analysis

In this section, we present our analysis of the medical malpractice data. First,
we assess the key assumption of exogeneity. Second, we discuss the DID
approach that is commonly used in the literature of assessing the effects of
legal institutions. We show that conventional approaches are subject to large
model sensitivity. Lastly, we nest DID within nonparametric randomization
inference, thereby reducing the role of unwarranted distributional assump-
tions, incorporating more information about treatment assignment, and
reducing model dependence.

A. Exogeneity

The key assumption of a DID approach is that the enactment of a cap is
conditionally exogenous (i.e., that caps are not correlated to unobserved
factors that affect malpractice). To make exogeneity more credible, a DID
approach can account for state-specific unobserved heterogeneity (e.g., the
fact that Arkansas may be different from Arizona in ways we cannot observe)
with state fixed effects and year-specific unobserved heterogeneity (e.g.,

Figure 5: Population and claims across states.
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sample-wide “shocks” to the medical system) with year fixed effects. We also
control for basic demographic and economic covariates, as described in
Section III.C and summarized in Table 2.

One immediate concern is whether these variables are proper pretreat-
ment covariates. If the enactment of caps affects the total population by
affecting mortality, or generates general economic effects by inducing or
causing deviations from optimal precautions (Shepherd & Rubin 2005), then
controlling for population or income may induce posttreatment bias (see,
e.g., Ho 2005). Bias is likely to be the greatest for covariates directly affected
by the imposition of a medical malpractice cap. Some scholars might attempt
to assess sensitivity of results to including and excluding such possibly tainted
covariates, which can illustrate the degree of model sensitivity.10

Exogeneity is violated if states adopt caps for reasons that are unob-
served (and unaccounted for by DID), and those reasons independently
affect the number of malpractice claims. For example, suppose there exists
cyclicality in claims, such that a cap is only adopted when claims exceed a
certain threshold, which could represent, for example, sufficient political
clout due to an upsurge in malpractice claims. The number of claims might
reduce postadoption solely because claims hit a peak in this natural cycle,
and a researcher would falsely attribute the decrease to the enactment of a
cap. While such a pathological case of omitted variables is unlikely to be
present in our data, the credibility of our inferences still depends on the
absence of it. In any study—observational or experimental—certain assump-
tions must be made, and we seek to minimize the role of unwarranted ones.

B. Difference-in-Differences

To characterize our DID approach more formally, let Yit indicate the number
of claims in state i = {0, . . . , 18}, and year t = {1991, . . . , 2004}. The treatment
indicator Tit equals 1 for an adopting state i when t is greater than the year
or cap enactment. Let Xit represent the vector of pretreatment covariates.
Since our claims data are count data, we use a Poisson model with overdis-
persion parameter w, which can be written as:

10 Yet if a covariate is simultaneously correlated to an unobserved pretreatment factor and
affected by the treatment, the true treatment effect is not necessarily even bounded by these
estimates (Rosenbaum 1984).
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where g is the treatment coefficient of interest, di and tt are state and year
fixed effects, and w accounts for the fact that there is overdispersion in the
data (i.e., the variance is higher than the mean) (see, e.g., Zheng et al.
2006).11 Implicit in the model is the assumption that state-years are condi-
tionally independent. This assumption could be ciolated if there are state-
specific time trends in claims, or if one state’s liability regime affect claims
brought in another state. (e.g., if plaintiffs engage in forum shopping to avail
themselves of higher or nonexistent caps).

A key distributional assumption is that covariates enter linearly into
Equation (1). Yet sample imbalance implies that estimates may be sensitive
to the specification of Xit. For example, Table 3 illustrates consequences of
controlling for population. The top half excludes, and the bottom half
includes, doctors per capita as a covariate. Examining the top half that
excludes doctors per capita as a covariate, the first column includes linear
and quadratic terms (population and population2), yielding an insignificant
treatment effect of a decrease of 6 percent in claims (1 -
exp(-0.06) ª 0.06). The second and third columns show that by control-
ling for other covariates one might arrive at a statistically significantly nega-
tive effect of roughly 10–11 percent. Columns 4 through 6 show that
excluding New York—a seemingly reasonable choice given the fact that it
is the clear population outlier—can further impact findings, weakening or
even reversing full sample estimates. The fourth column controls for linear

11Another alternative specification would be to let nit, the population in any state-year, enter as
an offset, changing the second expression of Equation (1) to:

λ γ β δ τit it it it i tn T X= × + + +{ }exp , (2)

where Xit no longer contains population as a covariate. Letting nit enter as an offset is equivalent
to controlling for log nit as a covariate and setting its coefficient to 1. We do not do so here to
avoid unnecessarily constraining the effect of population. Moreover, for certain specifications
we can reject the hypothesis that the coefficient equals 1—for example, controlling for covari-
ates and excluding New York, we reject the hypothesis that the coefficient on log nit equals 1 at
the 0.1 level. Specification issues, such as whether to use log nit as opposed to nit and whether
other transformations of population (or other offsets) should be employed are, of course,
associated with further model dependence, which we aim to reduce in Section IV.C via ran-
domization inference.
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and quadratic population terms in this subset that excludes New York,
estimating that damage caps cause a statistically significant increase of 11
percent in claims. Adding covariates in Column 5, but excluding the qua-
dratic term, yields a statistically significant decrease of 8 percent, which
accords more with the full sample results. Yet when we include all the
covariates including the quadratic population term, as in the sixth column,
the estimated effect is insignificiant.

The bottom half yields similar model instability across the same speci-
fications when additionally controlling for physicians per capita.12 (Because
information on physicians per capita was not available for 1991, the sample
size decreases in these models.) While two of three specifications that
include New York might suggest negative effects of a cap (Columns 2 and
3), two of three specifications excluding New York suggest positive effects

12Specifically, this covariate measures physicians per 100,000 persons, combined from the
Statistical Abstract and yearly volumes published by the American Medical Association (2006).

Table 3: Treatment Effect Estimates from Overdispersed DID
Poisson Model

Excluding Doctors per Capita as Covariate

Full Sample Excluding NY

Coefficient -0.06
(0.04)

-0.10**
(0.04)

-0.11**
(0.04)

0.11**
(0.05)

-0.08*
(0.05)

0.07
(0.05)

Population Y** Y** Y** Y** Y** Y**
Population2 Y* N Y Y** N Y**
Covariates N Y Y N Y Y
N 252 252 252 238 238 238

Controlling for Doctors per Capita as Covariate

Coefficient -0.03
(0.04)

-0.08*
(0.05)

-0.09*
(0.05)

0.13**
(0.05)

-0.05
(0.05)

0.09*
(0.05)

Population Y** Y* Y** Y** Y** Y**
Population2 Y N Y Y** N Y**
Covariates N Y Y N Y Y
N 234 234 234 221 221 221

Note: All models control for state and year fixed effects. Covariates indicates whether the DID
regression controls for unemployment, income, population, population density, and gender.
**(*) indicates statistical significance at the 0.05 (0.1) level.
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of a cap (Columns 4 and 6). Of course, controlling for physicians per
capita may induce posttreatment bias (see, e.g., Kessler & McClellan 1996:
365–66), and so there are good reasons to exclude this covariate.
Moreover, because model sensitivity results are similar and physician data
were not available for 1991, we do not control for it in our subsequent
analysis.

Classical approaches provide some guidance on covariate selection.
Predictive criteria typically employed in classical approaches, however, do
not necessarily accord with the goal of causal inference. Limitations to
classical approaches of covariate selection (Ho et al. forthcoming; Strnad
2006) stem in large part from the difficulty of searching across multidimen-
sional covariate space. Embedded in Table 3, for example, are choices about
the functional form of population, the inclusion of physicians, and the
inclusion of New York, and dozens of other choices about other covariates.
While researchers may be able to winnow down the set of reasonable models
using qualitative knowledge, model sensitivity may still plague the remaining
set. Here, we do not purport to establish that one of the models presented is
the “best,” but, given that there are often not very strong theoretical reasons
to choose one model over the other, we systematically investigate model
sensitivity across specifications.

To do so, we examine treatment effect estimates across all subsets of
seven covariates (population, population2, population3, unemployment,
income, population density, and gender), both for the full sample and the
sample excluding New York. In all specifications, we control for state and
year fixed effects and allow for overdispersion as in Equation (1). In total, we
estimate 127 treatment effects 127 7 7= ( )( )Σi i for each sample.

Figure 6 plots the resulting point estimates from this exercise (ordered
by magnitude) with associated standard deviations and 90 percent intervals.
The left panel, which depicts estimates for the full sample, suggests that the
effect of a cap is to decrease claims—more than 55 percent of the specifica-
tions yield statistically significantly negative treatment effects and none yield
statistically significantly positive treatment effects. The right panel shows that
by excluding New York, the clear outlier (and high leverage point), one can
reverse the findings; 34 percent of the specifications now suggest a statisti-
cally significantly positive effect, while 7 percent indicate a negative effect.
The shading of intervals in Figure 6 also indicates how many covariates are
controlled for in each specification—exogeneity certainly becomes more
plausible, and estimates thereby more credible (barring posttreatment bias),
when controlling for more covariates. The shading in the right panel, for
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example, would seem to indicate that by controlling for more covariates
(thereby increasing model fit), we have evidence that caps cause an increase
in malpractice claims. Although extant research examines samples of differ-
ent states in different periods and with different specifications, Figure 6 may
shed light on the key disagreement in the literature about whether caps
have any effect, with some studies finding a negative effect and others
finding none: some of the disagreement may be attributable to varying
specifications.

Yet another related reason for the disagreement may lie in the fact that
conventional estimators assume independent state-year assignment, whereas
in our sample states only adopt caps once. As a result, conventional confi-
dence intervals may be too short, leading to large Type I error (Bertrand
et al. 2004). To investigate this possibility, Figure 7 plots 127 p values from
each of 100 simulated placebo treatments (i.e., 12,700 points). For each
simulation, we randomly activated the treatment at any given year for a
randomly selected seven states, and estimated Equation (1). Within each
simulation, the p values are sorted by magnitude on the y-axis. Given that the
treatments are random, we would expect the p values to be roughly uni-
formly distributed over the unit interval. Yet all values are shifted substan-
tially toward the origin, indicating a sharp trend toward rejecting the null

Figure 6: Model dependence of treatment effect.
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hypothesis that malpractice caps have no effect. In fact, the null is rejected
for a substantial plurality of specifications and placebo treatments, even for
the highest of all 127 p values for certain given (placebo) treatment vectors,
as can be seen by the dark shading in the lower-left corner of the left panel.
Rejection rates decrease slightly for the sample excluding New York in the
right panel but are still quite high.

Table 4 summarizes rejection rates at conventional significance levels
from 1,000 placebo treatments. As illustrated in Figure 7, the rejection rates
are staggeringly high. Averaging across simulations and specifications, we
reject the null hypothesis of no effects at the 0.01 level 32 percent of the time
for the full sample and 27 percent of the time for the sample excluding New
York. Rejection rates improve after conditioning on more covariates, but still
exhibit high Type I error. Even controlling for all covariates in the full
sample, we reject the null hypothesis 40 percent of the time at the 0.1 level.
For the sample excluding New York, the rejection rates are slightly less acute,
but still far higher than we would expect given the random placebo assign-
ment: we still reject the null hypothesis for 28 percent of all placebo treat-
ments even when controlling for all covariates. Nonetheless, the fact that
rejection rates decrease monotonically in the number of covariates for the
sample excluding New York suggests that gathering more covariates may be
invaluable in validating policy effects. But even with a larger covariate set, the

Figure 7: Asymptotic p values of 127 specifications for 100 placebo
treatments.

Note: P values are ordered in magnitude within each simulation. This figure illustrates high
rejection rates across specifications.
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resulting high level of Type I error casts substantial doubt on conventional
DID approaches. We therefore offer next an alternative that reduces model
dependence, incorporates more information about the assignment mecha-
nism, and reduces the role of unwarranted distributional assumptions.

C. Randomization Inference with DID as the Test Statistic

A considerable number of alternatives to reduce model dependence exist,
such as preprocessing the sample by matching on pretreatment covariates
(Rubin 1979; Ho et al. forthcoming), model averaging (Hoeting et al. 1999;
Strnad 2006), forms of robust regression (Huber 1981; Rousseeuw & Leroy
1987), or bounds analysis (Manski 1990). If the primary concern is with serial
correlation, an alternative may also be to extend the model using general-
ized estimating equations (Liang & Zeger 1986), which, however, addition-
ally require some specification of the correlation structure. We investigate an
approach that capitalizes on the fact that parametric estimators can be
nested entirely within nonparametric randomization inference (Ho & Imai
2006; Greevy et al. 2004; Rosenbaum 2002b; Fisher 1935), thereby requiring

Table 4: Rejection Rates for DID Regressions for
1,000 Placebo Treatments

All 18 States

Number of Covariates

Level All 1 2 3 4 5 6 7

1% 0.32 0.31 0.32 0.33 0.33 0.31 0.26 0.17
5% 0.47 0.47 0.48 0.48 0.48 0.46 0.41 0.31
10% 0.56 0.55 0.56 0.57 0.56 0.54 0.49 0.40

Excluding NY

Number of Covariates

Level All 1 2 3 4 5 6 7

1% 0.27 0.39 0.37 0.31 0.24 0.17 0.12 0.09
5% 0.41 0.54 0.52 0.46 0.38 0.29 0.23 0.21
10% 0.49 0.62 0.60 0.54 0.46 0.38 0.31 0.28

Note: Level indicates the significance level. Top panel presents
results for the full sample; bottom panel presents results for the
sample excluding New York. In all instances, the rejection rate is
substantially higher than expected.
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no additional specification of the correlation structure. The intuition of
randomization inference is that all the data are fixed, except for the treat-
ment. Under the (sharp) null hypothesis of no treatment effects, we can
impute each of the unobserved missing potential outcomes.13 The only
random variable is therefore the treatment. With knowledge of the treat-
ment assignment mechanism, we can then calculate the exact randomization
distribution of the treatment coefficient. If our observed treatment coeffi-
cient deviates substantially from the randomization distribution of treatment
coefficients, this provides evidence to reject the null hypothesis. If outcomes
are dichotomous and the test statistic is a simple difference-in-means, the test
reduces to the well-known version of Fisher’s exact test of the equivalence of
two proportions (Fisher 1935).

In more detail, the basic steps of randomization inference are:

1. Assume the (sharp) null hypothesis that claims are independent of
the cap: Y (Tit = 1) = Y (Tit = 0), where Y () denotes the potential
outcomes under treatment and control.

2. Formulate the test statistic, g (e.g., g from Equation (1)).
3. For M simulations, permute the treatment according to the known

assignment mechanism, yielding m = 1, . . . , M treatment vectors.
4. For each of M treatment vectors, estimate gm under the null

hypothesis.
5. Calculate the (estimated) p value as:

Σm
M

obs mI
M

γ γ≤( )
, where gobs is the

observed test statistic and I () is an indicator function.14

Figure 8 presents the intuition with a small data set, where g is just the
difference in means [= mean(Y (1)) - mean(Y (0))]. The first panel presents
the hypothetical data of eight units, labeled A–G, four of which (E–H) are
treated and depicted in black. The x-axis represents the outcome measure-
ment, and we can see that three of the treated units (F, E, H) are also the
highest in outcomes. The inferential goal is to calculate the probability of
these outcomes under the null hypothesis that there is no treatment effect.
After imputing missing potential outcomes (e.g., YA (1) = YA (0)), we derive

13The sharp null hypothesis differs from the null hypothesis of an average treatment effect of
zero (see Rosenbaum 2002a).

14When the reference distribution is symmetric, one could alternatively compute
Σm

M
obs iI Mγ γ≤( ) for a two-tailed test. Because reference distributions may not be symmetric

here, we report one-tailed p values.
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all possible 4
8 70( ) = combinations of treatment assignments, as depicted in

the second panel, where black indicates treated status and white is control
status. The first line hence corresponds to the observed treatment status. For
each of these potential randomizations, we can then calculate gm, as plotted
in the third panel. In the first line, for example, as marked by the arrow
gm = gobs = 1.54. The last panel sorts the test statistics: gobs is the third largest test
statistic, which yields a two-tailed p value of 0.09. Given the small sample size,
the lowest possible (two-tailed) p value is 2

70 0 03= . . We would reject the null
under a = 0.1.

To illustrate randomization inference using our medical malpractice
data, suppose we continue to use a simple difference-in-means as the test
statistic. The mean number of claims is 443 claims for treated state-years and
337 for control state-years, yielding gobs = 106. For simplicity, assume that the
treatment is assigned independently for each state-year, yielding an exact
randomization distribution of 48

252 521 2 10( ) ≈ ×. treatment vectors and con-
cordant test statistics, where 252 is the total number of observations and 48
is the number of treated state-years. Because calculation of the exact distri-
bution is infeasible, we simulate the distribution with M = 10,000 draws.
Under the null hypothesis, we calculate the difference-in-means for every
mth treatment vector. Finally, we calculate the (one-tailed) p value to be
0.23. That is, under the null hypothesis that caps have no impact on claim
rates, the probability that we would observe the difference of 106 claims (or
more) would be 0.23, assuming that treatment is independently assigned in each
state-year. Figure 9 plots the randomization distribution for this example in
the dashed curve, with the observed test statistic as the vertical line. For

Figure 8: Hypothetical data set and randomization distribution.
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comparison, Figure 9 also plots the conventional approximation of refer-
ence distribution, namely, the scaled t distribution. The two are quite
similar, showing that conventional tests approximate the true randomiza-
tion distribution, although an asymptotic means test difference yields a
lower p value of 0.11.

The key insight for our application, elaborated on most lucidly by
Rosenbaum (2002b), is that any test statistic that is a function of the treat-
ment can be used to conduct randomization inference. The primary benefits
of this approach are twofold. First, randomization inference relaxes
unfounded distributional assumptions (e.g., a reference t distribution).
Second, and most important for our application, randomization inference
permits us to directly incorporate information about the assignment mecha-
nism, modeling the fact that caps are not adopted independently for each
state-year. Quite to the contrary, caps are typically adopted during one year
and not repealed, which we incorporate directly. The consequences of
ignoring the assignment mechanism have been recognized, for example, by

Figure 9: Illustration of randomization inference for difference-in-means as
test statistic.
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Bertrand et al. (2004), who emphasize the inconsistency of standard errors
when treatment and outcomes are serially correlated, and Ho and Imai
(2006), who note inadequate coverage of standard estimators when treat-
ment is assigned by systematic rotation with a random start. While Bertrand
et al. (2004) propose permutation-based tests as a direct solution, we are
aware of few DID studies implementing randomization inference, likely
because the approach is quite computationally intensive (but see Donohue
& Ho 2005; Rosenbaum 2002b).

To understand why randomization inference is computationally inten-
sive, note that the exact randomization distribution for our application,
assuming conditionally exogenous years and states of adoption, consists of
2 10 112× = −( ) × ( )( # #

#Years Treated States
Treated States

#States ) test statistics. Because exact
calculation is infeasible, we approximate the distribution with 1,000 simula-
tions, randomly activating the treatment at any year (most importantly pre-
serving the assignment mechanism of one cap adoption in the observation
period), for any (randomly sampled) seven treated states, and calculating
the test statistic for each simulated sample.15 We use g from Equation (1) as
our test statistic. To investigate model sensitivity, we conduct the same
process for both the full sample and the sample excluding New York, and for
each of 127 model specifications.

Figure 10 plots p values from classical DID estimates in the left panels
and randomization-based p values in the right panels. The top panels present
results for the full sample; the bottom panels present results from the sample
excluding New York. The x-axis presents the 127 specifications, ordered by
the number of covariates included in the specification (in addition to state
and year fixed-effects and the treatment vector). The grey bands indicate the
range and 80 percent and 50 percent quantiles of the p values across speci-
fications. The range of p values (in light grey) for classical estimates spans the
entire unit interval, whereas it covers a much narrower range of (0.39, 0.80)
for randomization-based p values. In addition, randomization-based p values
all fall outside any conventional significance levels, while classical estimates

15A closely related alternative would be the block bootstrap, which samples observed treatment
vectors for each state with replacement. Compared to randomization inference, the block
bootstrap reduces the total number of combinations considerably, but since we simulate from
the exact distribution in both instances, the benefits are (1) the (relatively small) reduction in
variability of estimates due to sampling from a smaller total number of combinations, and (2)
more direct computation of standard errors and confidence intervals (see Appendix B).
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lead to high rejection rates. These results are substantially the same for the
full sample and the sample excluding New York. These findings demonstrate
that model sensitivity is reduced by randomization inference in our applica-
tion. Note that randomization inference requires no change in extant iden-
tification approaches; it simply relaxes the role of unwarranted distributional
assumptions and incorporates more information about treatment assign-
ment. These results thereby suggest that scholars may be more likely to arrive
at the truth when using randomization inference.

That said, randomization inference does have several practical down-
sides. First, as already mentioned, one of the major downsides is its compu-

Figure 10: Comparison of p values from conventional DID estimates and
randomization inference for all 127 specifications.
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tational intensity (Tamura et al. 1994:771): randomization inference for the
full and trimmed sample with 1,000 simulations for 127 specifications
requires 254,000 DID regressions (= 2 ¥ 127 ¥ 1,000).16 Second, the test of
the null hypothesis itself does not provide directly interpretable substantive
estimates of the effect. In certain circumstances, one can invert the test to
calculate the p value associated with each null hypothesis of g (Imbens &
Rosenbaum 2005; Ho & Imai 2006). But inverting the test for DID estimation
is not straightforward, as we outline in Appendix B. Third, randomiza-
tion inference tests the sharp null of no effects at the unit-level (but see
Rosenbaum 2002a:322–24), which may not be reasonable under certain
conditions (Rosenbaum 2003; Ho & Imai 2006). Pragmatic costs will, of
course, only decrease with advances in computational technology.

V. Conclusion

Our findings are, on the one hand, sobering and, on the other, encouraging:
sobering because of the fragility that we find in existing DID approaches, and
encouraging because a more robust alternative exists. By employing random-
ization inference, we are led to conclude that medical malpractice caps have
not altered the number of medical malpractice awards and settlements.

Substantively, it remains a puzzle whether the imposition of caps on
medical malpractice awards affects physicians. Null findings on claim rates
are consistent both with (1) no effects on physicians and no effects on
litigants, or (2) cross-cutting effects of equal magnitude (large or small) on
both. Isolating physician and litigant effects in light of these dual effects
remains a major challenge in the medical malpractice literature.

Methodologically, our study yields useful insights for applied scholars.
First, gathering more covariates appears to reduce (apparently) false null
hypothesis rejection rates with DID approaches. Second, balance checks may
provide telltale warning signs of model sensitivity. Third, and most impor-
tantly, randomization inference permits scholars to model the assignment
mechanism directly and to reduce unwarranted distributional assumptions.
In so doing, randomization inference sets forth a “reasoned basis for infer-
ence,” as Fisher coined, for policy evaluation.

16The process took roughly four hours on a Pentium M 1.4 Ghz machine. To calculate this using
the exact distribution would take over 900,000 years (ª 2 ¥ 1012 ¥ 4/ (1000 ¥ 24 ¥ 365)),
meaning the process would need to have started sometime in the Pleistocene Epoch.
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Appendix A: Statistical Power

Statistical power—the probability of rejecting the null hypothesis when an
effect exists—remains a crucial part of experimental and observational
design. We present posthoc power calculations to obtain a sense of the power
of the overdispersed poisson DID model with our data set (e.g., Adams & Hotz
2000). Our examination focuses on the model using the full sample, control-
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ling for population, unemployment, income, population density, and gender,
with state and year fixed effects (i.e., Column 2 of Table 3). We derive the
power curve by simulation: first, for each hypothesized effect (the DID
coefficient), we generate 10,000 data sets conditioning on the model (except,
of course, the DID point estimate) and covariates; second, for each simulated
data set (for each given effect size), we estimate the overdispersed poisson DID
regression and conduct a hypothesis test for the DID coefficient at a = 0.05;
the mean rejection rate for a given effect size represents the estimated power.
Figure A1 plots results, showing that statistical power varies substantially with
the effect size. At the empirical point estimate the probability of detecting an
effect at a = 0.05 is just above 0.6. Increasing sample size and gathering more
covariates to increase precision would improve statistical power. Disaggregat-
ing the NPDB data into finer subsets remains challenging because of relatively
sparse information collected for each claim.

Appendix B: Inverting a Randomization
Inference Test with DID/DDD

Inverting a randomization inference test when multiple random variables
affect potential outcomes in multiple ways poses certain challenges. To

Figure A1: Power to detect an effect for overdispersed DID Poisson model.
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illustrate the issue, take a conventional cross-sectional estimator, using as the
test statistic the coefficient on a treatment indicator (b ) from:

E Y T Xi i i( ) = + +α β γ . (B1)

To test the sharp null hypothesis that b = 0, we simply impute missing
potential outcomes as:

Y T Y T

Y T Y T
i i i i

i i i i

1 0 0 0

0 1 1 1

( ) ={ } = ( ) ={ }
( ) ={ } = ( ) ={ }.

Then we permute the treatment, estimate Equation (B1) for each permuted
sample, and compare how the observed bobs compares to the distribution of
bs. For example, the exact p value is calculated as:

I

M
obs mm

M β β≤( ){ }∑
,

for M permutations of the treatment, and accordingly values of bm, where I ()
is an indicator function.

To invert the test, we can set up a grid of J b’s. For any null hypothesis
b = bj,

Y T Y Ti i i i j1 0 0 0( ) ={ } = ( ) ={ } + β (B2)

Y T Y Ti i i i j0 1 1 1( ) ={ } = ( ) ={ } − β . (B3)

For each bj, we permute the treatment, and calculate the p value, thereby
obtaining the p value plot (analogous to the CDF).

Now suppose we take a basic DID estimator:

E Y D T D T Xi i i i i i( ) = + ∗( ) + + +α β β β γ1 2 3 , (B4)

where Di is an indicator for the treated group, and Ti is an indicator for
before/after treatment, such that b1 represents the treatment effect of
interest.

The problem arises from the fact that the DID estimators technically
involve two types of exogeneity assumptions, namely, exogeneity about time
(when treatment is adopted) and states (that either state could have adopted
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the treatment), each of which enter separately in Equation (B4). To conduct
randomization inference for the null hypothesis, we permute both D and T
to calculate the p value.

But for the inversion, the null hypothesis b = bj is not sufficient to
impute missing potential outcomes because Ti and Di also affect b3 and b2,
respectively. To impute missing potential outcomes for controls, we can use
Equation (B4):

Y T D Y T D

Y T
i i i i i i j

i i

1 0 0 0 0 0

1 1
1 2 3, 1 , 0, ,

, 1

( ) = ={ } = ( ) = ={ } + + +
( ) =

β β β
,, , ,

, 1 , 0, 1

D Y T D

Y T D Y
i i i i j

i i i i

={ } = ( ) = ={ } + +
( ) = ={ } =

0 1 0 1 0

1 0 1
1 2β β

(( ) = ={ } + +T Di i j0 1 1 3, ,β β

where Yi (Ti,Di ) is written as a function of the couple Ti and Di. For the
treated, we similarly have:

Y T D Y T D

Y T D
i i i i i i j

i i i

0, 1 , 1, ,

, ,

( ) = ={ } = ( ) = ={ } − −
( ) =

1 1 1 1 1

1 0 1
1 3β β

=={ } = ( ) = ={ } − −
( ) = ={ } = ( )

1 1 1 1 1

0 1 1
1 2Y T D

Y T D Y T
i i i j

i i i i

, ,

0, , 1, 1

β β

ii i jD= ={ } − − −1 1 1 2 3, β β β .

The inversion hence becomes substantially more complicated, as potential
outcomes are a function of two random variables entering in three terms.
The problem would be exacerbated for a triple-difference approach, where
each unit has eight potential outcomes as a function of three random
variables entering in seven terms.

Tentatively, there appear to be three possible approaches to dealing
with this problem. First, one could impute missing potential outcomes using
only b1. This would seem to make sense because we are interested only in one
treatment effect, but by collapsing Y (1,0) = Y (0,1) = Y (0,0), we implicitly
assume that b2 and b3 equal 0, which is inconsistent with the DID model.
Second, we might impute all three missing potential outcomes, holding b2

and b3 at fixed values, such as at observed values. Lastly, we might explore
three-dimensional parameter space simultaneously, setting up a three-
dimensional grid for DIDs (or analogously a seven-dimensional grid for
triple differences).

Many papers have recognized the usefulness of randomization infer-
ence (see e.g., Bertrand et al. 2004; Imbens & Rosenbaum 2005), but we are
not aware of any discussing this particular complication in inverting the test.
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