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Abstract—Small unmanned aerial systems (UAS) require con-
stant, safety-critical connectivity for telemetry, command-and-
control, and collision avoidance. Today, dedicated, short-range
pilot-to-aircraft links provide this connectivity for UAS operation.
For UAS operating in fleets and beyond line-of-sight, a robust
multi-transmitter network to provide connectivity over a wide
area will be needed. However, networks that could serve this
purpose, such as the ubiquitous broadband cellular networks,
were planned and deployed for terminals on the ground. Hard-
ening multi-transmitter networks for aerial use remains an open
problem.

In this paper, we demonstrate through field measurement
that a typical cellular deployment could result in low-coverage
areas for UAS—what we call the “hole-in-the-sky” phenomenon.
Furthermore, many of the propagation models and assumptions
commonly used in terrestrial network planning fail to accurately
predict aerial signal strength. From first principles, we identify
and model the predominant contributors to path loss, and form a
combined propagation model that more accurately reflects reality
for the tested scenarios. Motivated by this study, we identify a
new research direction towards avoiding holes-in-the-sky during
flight.

I. INTRODUCTION

Small unmanned aircraft systems (UAS) have been steadily
dropping in cost, due to the proliferation of low-cost mi-
croelectromechanical systems-based (MEMS) sensors, global
positioning system (GPS) receivers, and mobile processors.
They are finding use in a number of commercial applications,
such as aerial photography and precision agriculture. We can
imagine a future where such systems are used ubiquitously
for a variety of aerial applications, such as goods delivery or
wide-area surveillance and monitoring.

Being unmanned, UAS require constant connectivity. A
wireless link to the ground is crucial for telemetry information,
live video or sensor feeds, sending navigational commands,
and manual override. In addition, these wireless links can be
used to share position and trajectory information for collision
avoidance. These links are safety-critical, as losing them can
mean loss of control and a possible crash. Today, civilian and
commercial UAS rely on a single point-to-point wireless link
between the aircraft and an operator on the ground for this
functionality. But fleets operating beyond the line-of-sight of
any single operator will require a multi-transmitter network
that is relatively low cost, high-bandwidth, cloud-connected,
and reliable.

Cellular networks, particularly with the Long-Term Evolu-
tion (LTE) standard, have the requisite wide area coverage,
low cost of integration, packet-switched data capability, cod-
ing schemes and network infrastructure designed for moving
clients, and sub-100ms latency [7]. Current work on re-
evaluating cellular network architecture [8] would naturally
benefit UAS clients, with their high dependability require-
ments and unique bandwidth needs. Hardening and adapting
today’s cellular infrastructure for UAS offers a more practical
alternative to a purpose-built secondary network.

However, current cellular networks are first and foremost
designed for revenue-generating customers on the ground, and
the above-ground coverage is not well characterized. The radio
frequency (RF) propagation models commonly used to plan
and evaluate such networks were built on datasets collected
on the ground [6][3], and often do not allow the receiver to
be higher than the transmitter in their formulation. Networks
deployed for terrestrial use could produce unexpected coverage
“holes-in-the-sky,” which could span tens to hundreds of
meters and present a hazard for connectivity-reliant drones. In
order to mitigate this hazard, drones will need an awareness of
the channel state at their location, and the ability avoid them
while navigating.

In this paper, we seek to evaluate the possibility of using
cellular and other wide-area networks for command and con-
trol of UAS, through a series of field studies, and the feasibility
of using simple modeling for real-time prediction of coverage.

This paper’s contributions are as follows:
• Demonstration and modeling of the hole-in-the-sky phe-

nomenon, using field measurements. We depict potential
cellular deployment scenarios and study the resulting
coverage holes as seen by a UAS.

• An evaluation of a compositional model consisting of
two-ray ground reflection, incursion of obstacles into the
Fresnel zones, and antenna pattern for common scenarios
faced by cellular-connected UAS.

Furthermore, these results suggest that real-time estimation
of path loss by a UAS in flight, based on simple geometrical
knowledge of the scenarios, could be an effective strategy to
avoiding holes-in-the-sky.

This paper is structured as follows. Section II provides an
overview of propagation modeling techniques. Section III de-



scribes the design and characterization of the RF measurement
system. Section IV describes the experimental setup, Section V
develops a model based on the collected data, and Section VI
applies these models to several test scenarios. Section VII
shows where holes-in-the-sky can form, and how we might
mitigate such effects in the future. Section VIII presents related
studies, and we conclude with Section IX.

II. RF PROPAGATION MODELING

This section presents an overview of path loss modeling, and
the mathematical basis for modeling two-ray ground reflection
and diffraction around obstacles.

A. Signal Strength and Path Loss

In planning wireless networks, we must ensure that the
receiver receives enough RF power to decode the signal. The
received power Pr, measured in dBm, seen by a receiver, is
given by Equation 1. Pr is a function of the antenna gains Gt
and Gr, transmit power Pt, system losses Lsys and path loss
Lprop [10].

Pr = Pt +Gt +Gr − Lsys − Lprop (1)

Pt, Gt, Gr, and Lsys are factors of the particular radio
system in use; Lprop varies with environment. For instance, in
the idealized case without obstacles or terrain, Lprop can be
approximated by Lfs, as given by Equation 2 [10].

Lfs(dB) = 32.4 + 20log(d(km)) + 20log(f(MHz)) (2)

In cases where the receiver is close to the transmitter and
within line-of-sight, free-space path loss may be a good
approximation of propagation and can be used to predict signal
strength. In most cases, however, other factors contribute to the
path loss. The following sections present ways to account for
several of these effects.

B. Path Loss Models

Models for path loss fall into two main categories. Empirical
models, such as the Okumura-Hata model [6] for cellular and
land mobile applications, are created from experimental data.
While general and only accurate on a macro scale, their ease
of use and computationally light nature make them popular.
Deterministic models are based on environmental information
and an approximation of physics. They grow in complexity
with the environment—for instance, performing RF ray-tracing
on a complex urban scene is computationally very expensive.
In between are models that attempt to balance usability and
accuracy, such as the Walfisch-Ikegami model [5], which
takes into account not only the properties of the receiver and
transmitter but also average building heights and street widths.

In [15], we examined the Walfisch-Ikegami model for UAS
use; the model’s operating conditions did not apply to a UAS
client being served by a cellular tower. The same is true of
other empirical and semi-empirical models [6], as they only
allow for receivers a few meters off the ground. In this work,
we return to first principles and basic deterministic models.

C. Two-ray or Plane-earth Propagation

In real-world propagation, we must account for not only the
loss on the single path in Equation 2 but also the contribution
of other paths, i.e. multipath. In simple, unobstructed scenar-
ios, the main reflected path comes from the ground and sums
with the direct path, creating interference from the two paths’
phase alignment that is distance and frequency dependent.
Figure 1 shows this geometry.
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Fig. 1: Geometry of two-ray reflection.

Experimental results by Sommer et al. [14] show a good
correlation between field measurements in an open environ-
ment and this two-ray interference model. We rewrite Equa-
tion 2 as:

Lfs = 20 log(
4π

c
df) (3)

where f represents the carrier frequency of the transmitted
wave.

In order to account for the reflected path, we introduce a
reflection term

Γ⊥ =
sin θi −

√
εr − cos2 θi

sin θi +
√
εr − cos2 θi

(4)

And a phase difference

γ = 2π
dref − dlos

λ
(5)

If we assume that the ground is flat between the transmitter
and receiver, we can compute the reflected path length as

dref =
√
d2ground + (hrx + htx)2 (6)

where hrx and htx are the heights of the receiver and trans-
mitter.

We assume that the RF energy is predominantly vertically
polarized, and do not consider the reflection terms for non-
vertical polarization. We make this approximation as both our
transmit antenna and receive antenna are vertically polarized.

We can amend our free-space path loss equation to include
the reflection effects in Equation 7.

Ltr = 20 log(
4π

λ
)− 20 log(

∣∣∣∣ 1

dlos
+

Γ⊥e
iγ

dref

∣∣∣∣−1) (7)

Figure 2 shows a plot of Equation 7 with the transmitter
14m and the receiver 2m above ground level (AGL).

We denote a turnover distance dt by Equation 8.

dt =
4π

λ
htxhrx (8)



Fig. 2: Two-ray interference path loss, showing turnover
distance dt.

Beyond this turnover distance, the path loss increases with the
fourth power of distance and does not fluctuate. Because dt,
with hrx at 1-2m for a terrestrial receiver, is small compared
to the radius of a cell site, many propagation models use
Equation 9 as the base path loss in absence of obstacles. This
approximation is often referred to as the plane-earth or “two-
ray model” of path loss.

LPE = 40 log10(dground)− 10 log10(h2th
2
r) (9)

However, in the case of UAS links, where hrx can be 40m or
more, dt is increased by many times, and we must reconsider
the use of this approximation to describe two-ray propagation.

D. Diffraction Loss from Obstacles
Like all electromagnetic waves, RF waves are not com-

pletely blocked by objects in the line-of-sight path. Rather,
obstacles cause blockage of the Fresnel zones, i.e. successive
regions of constructive and destructive interference around the
line-of-sight path. Energy from unobstructed Fresnel zones
still propagates to the other side [11].

To compute the expected electric field strength of an
electromagnetic wave after propagating through an aperture
in an infinitely-thin screen, we can use the Fresnel-Kirchoff
equation [10][11]. We examine the case where the aperture
is open in all directions except the bottom, i.e. knife-edge
diffraction. For each obstacle, we can compute the diffraction
parameter νi, given by the equation

νi = ci

√
2(d1 + d2)

λd1d2
(10)

where d1 and d2 are the distances from the Tx and the Rx to
the obstacle, respectively, and ci is the negative distance from
the Rx-Tx path to the top of the obstacle (Figure 3).
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Fig. 3: Geometry of obstruction and RF path.

We can then model the normalized electric field, i.e. the
ratio of the field strength after the aperture to the one before,
using the Fresnel integral [11]:

Ed
Eo

= F (νi) =
1 + j

2

∫ ∞
νi

e
−jπt2

2 dt (11)

And subsequently, the resulting path loss as:

Ldiff = −20 log |F (νi)| (12)

Figure 4 is a plot of Ldiff versus vi. Note that the value of this
function for vi < −0.8 (green line) is close to 0, a common
first-order approximation [4].

Fig. 4: Path loss vs. vi. Function is well-known and indepen-
dent of environmental parameters.

We can then define our total path loss after the knife-edge
to be:

Lprop = Ldiff + Lbase (13)

where Lbase is the path loss in the absence of the obstacle.

E. Extension to Wideband Signals

In the prior equations, we made the assumption that the
signal consists of a single carrier frequency, while signals, such
as LTE, that use orthogonal frequency-division multiplexing
(OFDM) will have multiple carriers at different frequencies.
However, the difference in behavior of these carriers is typi-
cally small for simple scenarios. For example, in free-space,
for two carriers 5 MHz apart at 900 and 905 MHz, the
loss would vary by less than 0.05 dB. Similarly, in the two-
ray scenario shown in Figure 2, the depth of the deepest
null varies by only 0.3 dB over the same 5 MHz frequency
range. In this paper, we make the modeling approximation that
the signal consists of a single frequency. In more complex
multipath environments where frequency-selective fading is
very narrow, multi-carrier schemes will be more robust [10]
than a narrowband signal, and would suffer from performance
degradation rather than loss of signal.

F. Computing Path Loss from Signal Strength

In studying the path loss caused by factors in the environ-
ment, we must first remove the effects of the measurement
system. We can do this by taking two measurements of
received RF power, Pd0 and Pd1 , at two distances from the
transmitter in the same direction. Substituting Equation 1, we
see that:

Pd1 − Pd0 = Ld1 − Ld0 = Ld0d1 (14)

Ld0d1 , the path loss along the path between distance d0 to
distance d1, is independent of antenna gain, transmit power,
and system losses, and will be the subject of our path loss
studies. For consistency, we fix d0. The following section will
describe the instrument used to measure Pd0 and Pd1 , and the
instrument’s characterization.



Fig. 5: System architecture [15].

III. INSTRUMENT DESIGN AND CHARACTERIZATION

We designed our aerial probe for received signal strength
around the following principles:
• Measurements at any given point in space should be

independent of the aircraft’s attitude.
• Signal strength readings should be referenced to a lab

spectrum analyzer to within 3 dB.
• Path loss should be measured within 5 dB, and inde-

pendent of the antenna gain and transmit power of the
instrument.

A. System Design

Our measurement system consists of a transmitter-under-
test, an aerial probe, and a ground station which records data
sent from the aerial probe. A diagram of the system is shown
in Figure 5.

Aircraft and Flight Control. In order to carry our sensor
payload, we selected a quadcopter for its maneuverability and
ability to hover. The sensor package is mounted to the base of
the craft (Figure 6a). An airframe with retractable landing gear
allows the conductive carbon fiber gear to be moved away from
the antenna, minimizing its effect on the antenna’s pattern. The
flight controller is based on the ArduCopter1 software stack,
and supports autonomous GPS-based navigation as well as
assisted manual flight. An SBAS2-capable GPS is used for
providing navigational as well as sensor localization. Figure 6b
shows the aircraft in flight.

Sensor Package. For size and weight reasons, we use a pair
of small narrowband radios operating with a center frequency
of 909 MHz. based on the HopeRF chipset. These radios
operate on a simple time-division multiple access (TDMA)
scheme and report an 8-bit received signal strength indicator
(RSSI) value, for both radios at both ends, every second. It
is important to note that the HopeRF radio has a bandwidth
of 105 kHz, while cellular signals tend to have a much wider
bandwidth. We maintain the single-frequency assumption as
stated in Section II-E. A vertical 1/2 wavelength antenna is
mounted on a servo-driven gimbal to keep the antenna vertical
as the aircraft tilts.

Ground Station. RSSI data and location information are
sent over the sensor radio link to the ground station, where

1ArduCopter. http://copter.ardupilot.com
2satellite-based augmentation system
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(a) Mounting of equipment. (b) Instrument UAS in flight.

Fig. 6: Aerial instrument.

it is stored in a database. A web interface allows viewing of
collected data in real-time.

Transmitting Radio. The transmitter-under-test was housed
in a mobile communications van (Figure 5) equipped with
a pneumatic mast. Atop the van’s mast was either a verti-
cal omnidirectional antenna (L-com HGV-906U, 30◦ vertical
beamwidth, 6 dBi gain), or a directional sector antenna (L-com
HG913P, 20◦ horizontal 15◦ vertical beamwidth, 13 dBi gain,
Figure 7). With the mast extended, the antenna stood 13.9 m
above ground level. We sent test packets from the transmitter-
under-test at 20 dBm (measured at the transmitter’s output).

Transmitter Properties Value
Transmit Power 20 dBm

Antenna Height (AGL) 13.9 m
Transmit Frequency 909 MHz

Max. Antenna gain (HGV-906U) 6 dBi
Max. Antenna gain (HG913P) 13 dBi

Fig. 7: Sector antennas.

B. Instrument Characterization

We characterized the positional error of the instrument by
measuring the GPS drift and accounting for the refresh rate
of both the radio and the GPS. Subsequently, we mapped
RSSI readings to dBm by feeding an attenuated signal into
the radios, taking RSSI readings, and then measuring actual
received power from a spectrum analyzer. In-flight, we also
measured the effect of yaw angle on received power.

In addition, we conducted two system-level tests in-flight. In
the first, we determined the in-flight effects of aircraft velocity
on measurement. In the second, we determined the antenna
gain pattern of the coupled drone-transmitter system to use in
the computation of (antenna independent) path loss.

1) Measurement Consistency with Velocity: In this section,
we examine the instrument’s repeatability and invariance to
velocity and direction. We assume that for a fixed transmitting
antenna, fixed transmitter power, and fixed environment, the
signal strength at any particular point in space remains fixed,
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Fig. 8: Linear runs at different velocities.

and that variability in measured signal strength is caused by
the measurement device itself. We flew the UAS horizontally
in a straight line from the transmitter to a distance of 400m
and back, with varying velocities. Figure 8 shows the recorded
values from this test at velocities of 2.0 and 7.5 m/s.

We observed little velocity-dependent variation. However, at
lower velocities, we noted a direction-dependent variation, at
the same magnitude (2 dB) as the front-to-back ratio observed
during in-air rotational tests. This difference diminishes as
velocity increases and the angle of attack moves the battery out
of the antenna path. To mitigate the effects of the yaw angle
on our readings, we flew all measurements either towards or
away from the transmitter, and maintained velocity at or above
10 m/s.

2) Coupled System Antenna Pattern: Using the omnidirec-
tional antenna, we can factor out the vertical elevation pattern
of both the transmitting antenna and the receiving antenna
to study path loss independently. Referring to Equation 14,
one way to do this is to take a reference measurement
close to the transmitter for each radial direction from the
transmitter pointing towards a data point. In order to compute
radial path loss from the antenna at a constant d0, we need
measurements in a sphere around the antenna, beyond the near-
field (d > 2D2

λ [11], where D = 0.6 m).
However, for practical reasons we could only fly a cylindri-

cal pattern around the antenna (Figure 9a). We flew the craft
around the transmitting antenna at d0 = 14.8 m, and at 15
different altitudes between 10 m and 60 m AGL. We then
recomputed the received power as if it was on the sphere.
Rephrasing Equation 2, we can say that the received power in
dBm is given by Pr = C−20log10(d), where C is a constant
independent of distance. We can compute C given the current
radial distance to the cylinder d = dcirc, and subsequently
solve the same equation for the received power as it would be
if d = d0.

We then fitted a 3rd-order polynomial to the relationship
between elevation angle and received power at d0. These
signal strengths can then be treated as the received power at
d0 in Equation 14. Figure 9b shows the computed received
power vs. elevation angle, and the fitted curve used in future
computations of path loss. The strong lobe to the side, and
deep nulls above and below, are consistent with expectation
for a monopole ground plane antenna.

TX
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(b) Elevation angle vs RSSI mea-
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Fig. 9: Determining antenna gain pattern. The UAS was flown
in a cylinder at a far-field radius to establish antenna-gain-
independent reference power levels for use in subsequent path
loss measurements.

C. Summary of Characterization

Through lab and in-flight characterization, this system was
determined to have the following properties, at a flight velocity
of 10 m/s. Error values are presented as the 95% prediction
interval of the antenna pattern and RSSI-to-dBm functions.

Property Value (v = 10 m/s)
Measurement Accuracy ±2.15 dB

Path Loss Accuracy ±3.90 dB
Positional Error ±4.36 m

One limitation of this instrument is that the positional error
is greater than a wavelength (λ = 0.33 m). But the likely cause
of coverage holes, large-scale fading, happens at geometries
greater than this position error.

IV. FINDING HOLES-IN-THE-SKY

Using our instrument and transmitter, we performed exper-
iments at a Joint Inter-agency Field Experimentation (JIFX)
event, held by the Naval Postgraduate School at Camp Roberts,
CA. We conducted propagation studies in two scenarios: An
open field, and a mock village (Figure 11) with buildings and
other obstacles.

At the open field, we flew a ladder pattern—linear paths at
various altitudes, out to 400 m from the transmitter. Figure 10a
shows the flight path.

Figure 12 is a panoramic view from the antenna toward
the primary obstacles in the mock village. Of particular note
are the marked buildings, which we will refer to as “Hotel,”
“Church,” and “House.” In order to gather information about
the effect of obstacles on RF paths in this environment, we flew
the craft above the buildings in a radial pattern (Figure 10) out
from the location of the transmitter to 400 m ground distance,
at target altitudes of 40, 60, 80, and 100 m above ground. We
also gathered radial data behind and around buildings.

V. MODELING HOLES-IN-THE-SKY

Using the data from Section IV, we show that the two-ray
interference model is a better fit than the purely logarithmic



(a) Linear ladder pattern. (b) Radial ladder patterns.

Fig. 10: Experimental flight patterns for open field and mock
village, respectively. Black circle marks location of the trans-
mitter.

Fig. 11: Mock village at Camp Roberts, CA.

models identified in [15], that the diffraction around obstacles
are predictable to a first order, and that the sector antennas
typically used in cellular deployments could lead to aerial
coverage problems.

A. Open Field Propagation

We use data collected at the airfield to create a baseline
for path loss. Figure 13 shows path loss from a single radial
flight away from the transmitter at 35m above ground level
and compares the measured data with the predicted curve
from free-space path loss. On average, we observe the roll-
off predicted by free-space path loss. The two dotted lines
above and below the data points represent the 95% prediction
interval of the polynomial fit used to map elevation angle to
reference RSSI.

We observe that while, on average, Equation 2 alone could
be used to approximate this path loss, there is a second strong
effect—the interference from a second ray reflected by the
ground. The relative phase of these two rays causes the signal
to fluctuate with distance from the transmitter. We can model
this additional effect with the formulation in Section II-C.

Adjusting for the experiment-specific parameters, we use
Equation 7 to compute path loss for the same distance ranges
we measured. We initially begin with a σr of 4, which
from literature [11] would have been a low estimate for the
relative permittivity for dry, flat ground. However, using this
parameter to generate our simulated results, we found the
phase-interference oscillation of signal strength to be much
greater than in our experimental data. We then perform a
least-squares fit of the simulated two-ray interference path
loss with the experimental data. In this fashion, we obtain
a σr value of 1.037. This reflection coefficient matches the

experimental results from [2] and [14]. Figure 14 shows the
resultant computed path loss using the fitted two-ray model
along with the measured values. The resultant standard error
of the fitted model is σest = 1.43 dB. We will use this fitted
model as the base path loss in subsequent analysis.

Coming back to the issue of turnover distance, we observe
that, at a flight altitude hr of 35 m and a transmitter height
of 13.9 m, Equation 8 predicts a turnover distance of 5.9
km. Higher altitudes would only increase this distance. Con-
sequently, the plane-earth path loss model (Equation 9) is a
poor fit for aerial links. For UAS, we must include two-ray
interference in our model.

B. Obstacles and Diffraction Loss

We now consider how obstacles in the RF path affect path
loss, using data from within the mock village environment
from Figure 12. Measurements taken behind the Church (Fig-
ure 16) do not correlate well with prediction using only free-
space propagation and two-ray effects. When flying below the
roof height, we expect a significant loss from the building’s
incursion into the Fresnel zones. As the building has a slim
profile relative to the flight distances, we approximate the
building as a knife-edge and apply the knife edge diffraction
method described in Section II-D. Figure 15 shows our sim-
plified representation of the church structure (as a knife-edge)
and roll-off of the terrain behind the church (as a single step
change in ground height).

Equation 13 is used to compute the total path loss Lprop
after the obstacle. As Lbase, we use the two-ray model with the
relative permittivity computed in Section V-A. Equations 10,
11, and 12 are used, with the appropriate geometry, to compute
Ldiff .

Figure 16 compares the measured data with Lbase and the
total loss Lprop = Lbase + Ldiff . Modeling only Lbase, the
two-ray path loss, results in a σest = 7.46 dB and Emax =
19.3 dB. Taking into account Ldiff results in a σest = 3.42
dB, and a maximum absolute error of Emax = 8.52 dB, a
marked improvement. In an attempt to better model the knife-
edge diffraction scenario, we apply the four-ray model, where
rays to not only the Tx and the Rx but to their mirror images
are accounted for. We see a marginal improvement to σest =
2.21 dB—but a large increase in computational complexity.

Given the Rx/Tx heights, Rx/Tx distance, and the location
and height of the obstacle, we are able to model our measured
path loss for the single-obstacle case to 10 dB by combining
the two-ray model and Fresnel-Kirchoff diffraction.

C. Coverage from a Directional Antenna

Prior experiments described here and in [15] have used a
vertical, omnidirectional antenna, so that flight paths radially
out from the transmitter are comparable in analysis and the
effects of the environment can be better studied. Typical com-
mercial cellular deployments, however, use highly directional
sector antennas, which have a wide horizontal beam width
(120◦or more), a narrow vertical beam width (20◦or less), and
a high gain of 10 dBi or more. These antennas direct RF power



Fig. 12: Panoramic view of the environment from the transmitting antenna.

Fig. 13: Path loss data from a single flight at 40 m AGL.
Interference pattern clearly visible. Dotted lines show 95%
confidence interval of path loss curve (Section III-B2).

Fig. 14: Computed effect of ground ray interference with
measured values. Standard error σest = 1.43 dB.

where needed, and allow for cell splitting—multiple sectors
on one tower. To focus coverage towards the ground, these
antennas are tilted slightly downwards—detrimental to aerial
coverage. How would these antennas work for UAS?

Using the sector antenna in place of the omnidirectional one,
we conducted measurements at the open airfield in a similar
fashion to Section V-A with the sector antenna pointed down
the runway, flying an aerial ladder pattern at various altitudes.
We expect the strongest signal strength in front of the antenna.
Figure 17 shows the measurements for this experiment, and
Figure 18a shows signal strength along the highest altitude
path. We note in red significant drops in signal strength at
various vertical elevation angles from the transmitting antenna.

Fig. 15: Approximation of Church and terrain change as
a knife-edge plus a single, discontinuous change in ground
height.

Fig. 16: Comparison of simulated path loss from the knife-
edge and two-ray ground reflection against data collected
behind Church. Prediction has σest of 3.42 dB.

This corresponds to the published radiation pattern of this
antenna (Figure 18b), which shows four deep nulls in the
vertical radiation pattern. Measured signal strength at the
trough of a null is 14 dB below the signal measured just
outside of a null. For receivers above the antenna’s forward
main lobe, there will be significant drops in signal strength,
especially directly above the transmitter. These antenna nulls
create additional coverage holes that UAS can unexpectedly
enter during flight. In the worst case, a UAS traveling in
parallel to a null could remain in it for the entire time spent
in that cell.

To summarize, we identified three main effects, beyond
free-space path loss, in our measurements. We have modeled
two-ray interference and diffraction loss around an obstacle to
within 10 dB of measured values, and demonstrated that the
antenna pattern of a sector antenna can produce additional,
albeit predictable, coverage holes.



Fig. 17: Signal strength in dBm from a sector antenna. Nulls
in signal strength are marked in red.

(a) Signal strength, 110 m AGL. (b) HG913P vertical gain pattern,
0 at 13 dBi.

Fig. 18: Sector antenna data. Nulls and antenna pattern corre-
spond.

VI. APPLYING THE MODEL

Using the compositional model we have just developed, we
will now examine several additional test cases, and compare
our model with measured data. As a reference point, we
will use a commercial-grade ray-tracer3, with the environment
reconstructed from overhead photogrammetry. This analysis
will be divided into three scenarios:

• Flying above the height of all buildings in the complex.
• Landing in the presence of a tall obstructing building.
• Emerging from behind a building.

First, we examine paths flown near the Hotel, the tallest
building in the village. The bulk of the Hotel is 10.8 meters
from the ground to the edge of the parapet, with an additional
3.8 meters to the top of the penthouse. We will model the
building as a single knife-edge at the location of the wall
closest to the receiver, without the additional height of the
penthouse. Figure 19 shows the geometry of the two flights
around the Hotel.

A UAS is most likely to spend most of its time well above
the heights of the surrounding buildings. We would expect that
up there, propagation can mostly be predicted purely from the
two-ray effect, much as in the open field case. Figure 20 shows
data, along with the modeled and ray-tracing results.

3Remcom Wireless InSite. http://www.remcom.com/wireless-insite

Fig. 19: Simplified geometry of Hotel and associated flight
paths.

Fig. 20: Path loss along flight path 35m above base of Tx.

We note that, as expected, the data here matches closely
with the open field scenario. The standard error σest = 2.19
dB for our model, and σest = 1.94 dB for the ray-traced
simulation.

A UAS, while normally clear of buildings, will face a
connectivity hazard as it comes closer to the ground, e.g. to
deliver a package or get a closer look at a target. We flew a
descent test starting at 50 meters AGL, shown in Figure 19.
Figure 21 shows path loss as a function of altitude.

Fig. 21: Path loss vs. altitude behind the Hotel.

We see that again, the ray-tracing result is a bit better,
with σest = 4.43 dB vs. σest = 5.14 dB for our compo-
sitional model. At the lower altitudes, where the building’s
obstruction is almost complete, our knife-edge approximation
overestimates path loss as it does not account for diffraction



around the sides of the building; however, it still produces a
useful upper bound on the path loss for avoidance purposes.

Fig. 22: Flight path of drone emerging from behind the House.

In the final scenario, the drone begins behind the House
(Figure 12), where it is obstructed, and emerges to clear line-
of-sight with the transmitter, shown in Figure 22. The drone
maintains a low altitude well below the roof height of the
House. Because the flight path is not perpendicular to the
building, special consideration is needed when modeling the
knife-edge. Along each Tx-Rx path, we map the knife-edge’s
distance, if present, to the intersection between the path and
the side of the building closest to the Rx, shown in red in
Figure 22.

Fig. 23: Path loss along flight path. Note that the reference
distance from which we computed path loss is different in
this scenario.

In Figure 23, we see that the compositional model compares
favorably in accuracy (σest = 4.55 dB) to the much more
time-intensive ray-tracing solution (σest = 4.86 dB).

While 3D reconstruction and ray-tracing produces a more
nuanced result, for these cases, a simple geometrical model
based on the location of the nearest obstruction and distance to
the transmitter produces a very comparable result, and should
suffice for providing rapid estimations of path loss.

VII. MITIGATING HOLES-IN-THE-SKY

A. Simulating Coverage Holes

Let us explore how just the identified effects could create
coverage holes for drones. Note that we do not claim that
these are the only possible sources of path loss, only that they

are sufficient to create nulls in signal strength. We make the
following assumptions for simulation:
• Obstacles are much wider than the width of the 1st Fres-

nel zone, and only diffraction over the top is considered.
• The noise floor is at least -100 dBm and < 10 dB of

SINR [16] is poor signal, i.e. a coverage hole.
• Each cell site is operating on a different frequency

channel, and propagation behaves as if the wavelength
λ = 0.33 m.

Fig. 24: Simulation geometry. Dotted lines show simulated
flights, boxes show obstacles.

Figure 24 shows a simple scenario with two cell sites,
operating at 10 W each. Tx 1 is 15 m off the ground, and
Tx 2 is 22 m high. The sector antennas are tilted down by
15◦. Let us take a look at flight path 1, at 30 m AGL. While
this is a clear path in terms of obstacles, from a signal strength
perspective, the buildings block the signal enough to create a
coverage hole. Drones would not benefit from the micro- and
pico-cells placed inside and around buildings to mitigate this
problem for terrestrial customers.

If obstacles can block signal, why don’t we simply fly as
high as possible to stay clear of any potential obstacles? High
altitude brings other hazards—namely, the directional antennas
have low gain and nulls directly above. Flight path 2 would
run right into one of these antenna nulls.

Fig. 25: Coverage holes in 3-space from Fresnel zone incursion
(center) and antenna nulls (sides), which appear as three-
dimensional hazards for the UAS.

We plot regions where the signal strength is less than -90
dBm in Figure 25. We see that to a drone, a coverage map—
and coverage dead zones—is a three-dimensional concept, and
avoiding bad coverage could be achieved by navigation both
above and around potential holes.



B. Detecting Coverage Holes

How do we ensure seamless wide-area coverage for UAS?
One approach would be to augment current wide-area net-
works, using transmitters that direct RF energy into the air
for high-traffic areas. Coverage maps pre-determined through
modeling and testing as well as crowd-sourcing [9] would be
used to inform drone flight planning.

Drones, however, will not operate solely on dedicated,
statically-deployed, and pre-tested networks. Emergency ser-
vices, disaster response, and military applications often re-
quire operation in communications-austere environments from
rapidly-deployed transmitters. For these applications, the UAS
will have to estimate, in real-time, the channel conditions it
will face and take evasive action if necessary. Performing
full 3D reconstruction of the scene and ray-tracing is a
time-intensive process. A simple propagation model that only
relies on knowledge of the nearest knife-edge could provide
sufficient accuracy for avoiding holes-in-the-sky.

In the near-term, terrain and structure-aware ground control
systems4 could be augmented with RF propagation modeling
to aid mission planning. For fully autonomous UAS, we can
combine computer vision methods [1] to determine the loca-
tion and geometry of nearby obstacles, already necessary for
sense-and-avoid, with given locations of nearby transmitters.
This makes using a propagation model in real-time feasible,
informing the autopilot of potential coverage holes.

VIII. RELATED WORK AND DISCUSSION

As we mentioned in Section II, the vast majority of work
done in propagation modeling has been directed at ground-
based receivers at roughly human height, with either high
(cellular) or low (land-mobile radio) transmitters. Aerial RF
surveys of existing cellular networks at high altitudes have in
the past been conducted from manned aircraft [12], with the
intent of placing cellular calls while in flight. More recently,
there has been work in characterizing the path loss [17] and
performance [18] of Wi-Fi signals at heights relevant to small
UAS systems. These authors evaluate the performance of the
Wi-Fi system at various distances and UAV orientations, as
well as present a simple logarithmic (1D) model for the data.
In urban environments, there has been work to adapt the pre-
existing urban propagation models to UAS applications [13],
taking into account diffraction off buildings. This work focuses
on the point-to-point operator case, where the UAS commu-
nicates with a single ground station at human heights below
the surrounding rooftops. We make the assumption that drone
fleets will eventually operate on wide-area networks.

IX. CONCLUSION

Wide-area networks can be a good communications solution
for commercial UAS operating in fleets and beyond line-of-
sight, but were not built with aerial clients in mind. In this
paper, we demonstrate the potential for coverage holes-in-the-
sky through a series of field measurements. A transmitter was

4UgCS. https://www.ugcs.com/

deployed in a both an open field and a mock village, emulating
a cell site. The resultant coverage was mapped using a UAS
instrument. From these measurements, we identify two-ray
ground interference, Fresnel zone incursion, and antenna nulls
as the primary causes of coverage holes in our tested scenarios.
We show that a deterministic model constructed from first
principles can match reality with reasonable accuracy.
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